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Abstract—The weak trust model in Border Gateway Protocol
(BGP) introduces severe vulnerabilities for Internet routing
including active malicious attacks and unintended misconfigura-
tions. Although various secure BGP solutions have been proposed,
the complexity of security enforcement and data-plane attacks
still remain open problems.

We propose TBGP, a trusted BGP scheme aiming to achieve
high authenticity of Internet routing with a simple and
lightweight attestation mechanism. TBGP introduces a set of
route update and withdrawal rules that, if correctly enforced
by each router, can guarantee the authenticity and integrity
of route information that is announced to other routers in
the Internet. To verify this enforcement, an attestation service
running on each router provides interfaces for a neighboring
router to challenge the integrity of its routing stack, enforced
rules, and the attestation service itself. If this attestation succeeds,
the neighboring router updates its routing table or announces the
route to its neighbors, following the same rules. Thus, a router
on a routing path only needs to verify one neighbor’s routing
status to ensure that the route information is valid. Through this,
TBGP builds a transitive trust relationship among all routers on
a routing path.

We implement a prototype of TBGP to investigate its prac-
ticality. In our implementation, we use identity-based signature
(IBS) and trusted computing (TC) techniques to further reduce
the complexity of security operations. Our security analysis and
performance study shows that TBGP can achieve the security
goals of BGP with significantly better convergence performance
and lower computation overhead than existing secure BGP
solutions.

Index Terms—Routing, BGP, Hijacking, Secure BGP, Preven-
tion

I. I NTRODUCTION

The Border Gateway Protocol (BGP) is the only widely
deployed inter-domain routing protocol connecting different
IP networks or autonomous systems (ASes) to construct the
whole Internet [1]. In ordinary BGP, every AS announces
its route information with different prefixes. However, its
neighboring ASes cannot validate this route information, but
rather directly propagate it across the Internet. Obviously,
this weak trust model allows forged route announcement
propagations, which is a fundamental security weakness of
BGP. Forged routes, which can be generated by configuration
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errors or malicious attacks, can cause large-scale networkcon-
nectivity problems. For instance, on Feb. 24th, 2008, Pakistan
Telecom (AS17557) started an unauthorized announcement
of the prefix 208.65.153.0/24. One of Pakistan Telecom’s
upstream providers, PCCW Global (AS3491) forwarded this
announcement to the rest of the Internet, resulting in the
hijacking of YouTube traffic on a global scale [2]. The situation
could be worse if forged routes are generated by remote
attacks [3].

In order to effectively eliminate false announcements and
improve the security of BGP, several security-enhanced BGP
solutions have been proposed. They generally can be classified
into two categories:cryptography-based prevention[4], [5],
[6], [7], [8], and anomaly detection[9], [10], [11]. Crypto-
graphic approaches, such as SBGP [4] and SoBGP [5], use
a centralized routing registration authority and public key
infrastructure (PKI) to ensure the authentication of routing
announcements. These solutions are not sufficient to prevent
data-plane attacks, where an AS can announce a route not
adopted by itself [12]. Moreover, they usually consume a
significant amount of extra router resources including com-
putation and storage, and exacerbate the routing convergence
performance. It is obvious that pure cryptography-based solu-
tions are not cost-efficient to defend against routing attacks,
and this impedes their deployment on the Internet. On the
other hand, anomaly detection approaches aim to discover
underlying hijacks in BGP announcements, e.g., by comparing
BGP announcements with out-of-band information and query-
ing third-party routing services [10]. However, most of the
anomaly detection solutions raise false positives and require
network operators to take actions in order to block detected
anomalous routes [9], [10], [11].

In this paper, we propose a trusted BGP scheme called
TBGP, which aims touse minimal computation cost to achieve
BGP security goals.Unlike existing cryptography-based ap-
proaches, we do not solely rely on cryptography mechanisms
to secure routing. Instead, we propose a set of well-defined
route update and withdrawal rules that are enforced by the
filters of each BGP router along a routing path. These rules
guarantee that route announcements comply with the BGP
specification [1]. Thus, the enforcement of these rules provides
automatic route authenticity in each router and prevents the
spread of forged routes over the Internet. In order to ensure
that these rules are not misconfigured or maliciously modified,
and hence correctly enforced on each router, TBGP introduces
an attestation service running on each router. With this service
interface, a neighbor router can challenge this router’s current
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running state, including the integrity of its routing protocol
stack, the routing rules, and the attestation service itself. When
this attestation verification succeeds, the attesting router has
the assurance that the route information it receives from this
router is legitimate and follows the routing specification.Thus,
the router can use the route information to update its own
routing table, or announce it to its neighbors based on the same
set of rules. In turn, its routing state and enforced rules can be
challenged by other router. Thus, atransitive trust relationship
can be built by attesting and verifying only one neighboring
router along a routing path. TBGP exploits the transitive trusts
among routers to extensively save computation and network
resources compared to traditional secure BGP approaches.

The above attestation does not prevent a malicious router
from claiming to own a particular AS number and generating
forge routes. In order to verify the owner of an AS number
and the authorization of using it, each route update is digitally
signed by the attestation service upon the successful attestation
challenge. A router is authorized to use its own private
key to sign any valid announcement only when routes are
successfully attested in OUT filters. The signature is then
verified by its neighbors via their own attestation service.As
the private key is bound with the AS number owned by the
router, the attestation process can guarantee the authenticity
of announced routes of a benign router.

We implement a prototype to demonstrate the practicality
of TBGP, and use commodity techniques to further improve
its performance. First, with the advent of Trusted Computing
(TC) technologies, we note that TC-enabled chips are equipped
in almost all commodity PCs and are ready for embedded
systems [13], [14], [15]. Thus, we use this facility to securely
store the private keys in each router, and bind the integrity
of router software and the correct enforcement of BGP rules
with authorized signing operations using the protected keys.
Furthermore, we accomplish the verification of prefix orig-
inals and ASPATH with the identity-based signature (IBS)
scheme [16], [8], which eliminates the centralized certificate
management infrastructure and the aggregated signatures as in
traditional RSA- and DSA-based algorithms. This significantly
reduces the overhead of runtime security operations.

The security analysis shows that TBGP achieves the security
requirements of BGP, including AS number authentication,
BGP speaker (router) authentication, AS path authentication,
and prefix origin authentication. It also effectively prevents
data-plane attacks such as traffic attraction attacks [12] by
guaranteeing normal BGP execution routines and enforcing
route attestation rules in each BGP speaker. We evaluate the
performance of TBGP with both experimental studies and
simulations. The experimental studies show that TBGP only
introduces by an average of 2-ms delay in route selection and
announcement of every route (per-prefix). We then seed the ex-
perimental data as the parameters into large scale simulations.
Our simulation results show that TBGP has significantly lower
performance overhead and resource consumption than existing
secure BGP approaches. When compared to prior secure BGP
solutions, TBGP has an improvement of at least 1.25 times
in convergence time and 9.26 times in memory consumption.
This evidently shows that TBGP could be a potential solution

for building a trustworthy Internet routing infrastructure.
The remainder of the paper is organized as follows. In

Section II, we introduce the problem statement of BGP se-
curity and existing solutions, and the design goals of TBGP.
In Section III, we propose the BGP route rules to build trust
between different ASes. The implementation details of our
prototype are illustrated in Section IV. Section V presents
performance evaluation results. We discuss some issues of
TBGP deployment in Section VI. Section VII concludes this
paper.

II. BACKGROUND AND DESIGN GOALS

A. BGP Security Threats

Current BGP is always under attacks from maliciously mis-
configured speakers or intercepted unauthorized BGP sessions,
both of which can cause BGP routing anomaly and further
Internet disruption. Since BGP speakers fail to verify the
origins of BGP announcements, a BGP speaker can announce
any prefix that does not belong to its AS. Similarly, a BGP
speaker cannot validate the AS path of a received BGP
announcement. Thus, the announced route may be invalid and
redirect traffic to wrong/malicious destinations. In general,
there are two types of attacks in BGP:prefix hijacksandinvalid
path attacks[17].

Prefix hijacks include thecomplete prefixand sub-prefix
hijacks. It is easy to carry out complete prefix hijacks on the
Internet, but it is relatively hard to detect them. For example,
a complete prefix hijack can occur when an AS announces
itself as the origin of a prefix that it does not own, and its
neighboring ASes then reroute any traffic with corresponding
destination to the hijacker. The attack (1) shown in Figure 1is
a complete prefix hijack, in which a malicious speaker in AS
6 announces that AS 6 is the owner of the prefix 12.34.8.0/24
and advertises AS path{6} to AS 4. The sub-prefix hijack is
similar to the complete prefix hijack except that its announced
prefix is a subset of another announced prefix.

AS_PATH {21}

AS_PATH {421}

AS_PATH {5321}

destination prefix 1
12.34.8.0/24

AS_PATH {1}

AS_PATH {321}

AS 1AS 2

AS 3 AS 4

AS 5

R1R2
R3 R4

R5

destination prefix 2
12.34.9.0/24

AS n

Attack (1): AS_PATH {6}
Attack (2): AS_PATH {61}

(1)

(2)
AS 6

Fig. 1. Examples of normal route and malicious route announcements of
BGP. (1) indicates a complete prefix attack, and (2) an invalidpath attack.

An invalid path attack occurs when the AS path of a BGP
announcement includes fake AS numbers. For instance, the
attack (2) illustrated in Figure 1 is an invalid path attack,where
AS 6 advertises a forged AS path{61} to AS 5 and any
traffic to AS 1 is redirected to AS 6 if AS 5 adopts this route.
Because BGP is a policy vector routing protocol, it cannot
detect relationships between ASes. Therefore, it is also very
hard to detect invalid path attacks.
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B. Related Work

Several security-enhanced BGP solutions have been pro-
posed in literature, and they can be classified into two types
in general. The first type uses cryptographic algorithms to
provide the authentication of ASes and ASPATHs (i.e., se-
quences of ASes that represent routes), such as SBGP [4],
SoBGP [5], psBGP [6] and SPV [8]. The second type is to
deploy invalid route detection mechanisms, such as IRV [10],
Listen and Whisper [9], PGBGP [11], iSPY [18] and NetRe-
view [19].

SBGP is the first proposed secure BGP solution [4], which
uses public key infrastructure (PKI) to issue AS and prefix
certificates for verification of announced prefixes and AS
paths. In SBGP, aggregated signatures are used to guarantee
the authenticity and integrity of BGP announcements. For a
specific route, different signatures of prefix and ASPATH are
attached in announcements by traversed ASes. To improve
the performance of SBGP, S-A and SAS apply cryptographic
operation speedup and sequential aggregate signature, re-
spectively [20]. SPV adopts a more efficient cryptographic
mechanism [8]. However, these solutions have the drawback
of large computation and memory costs. To address these
issues, Secure origin BGP (SoBGP) uses a distributed trust
model [5], in which a new BGP message is introduced
to deliver certificates. Unfortunately, SoBGP cannot prevent
invalid AS path attacks. Pretty secure BGP (psBGP) uses a
signed prefix assertion list (PAL) that consists of a number of
bindings of AS numbers and (zero or more) IP prefixes [6].
Similar to SBGP and SoBGP, it is difficult to apply psBGP
in real application scenarios where customer ASes may obtain
IP addresses from different ISPs in a hierarchical way.

Towards trusted route update in individual router platform,
BIND [21] uses Trusted Computing (TC) mechanism to run
routing process in an isolated memory space and sign and
verify the integrity of AS PATH. Similar to TBGP, BIND aims
to achieve a transitive trust between routers so as to reduce
integrity verification complexity. However, the transitive trust
of BIND and TBGP are achieved with different mechanisms.
BIND focuses on attesting the ASPATH of a neighbor router,
and uses a shared-key protected MAC value of the result
of a routing update. On the other hand, TBGP achieves
transitive trust with attesting valid security rules enforcement
of routing updates. Thus, TBGP and BIND complement each
other. The path authentication proposed by Butleret al. [22]
leverages a cryptographic proof system to reduce signature
validations by carrying proofs in routing updates based on
reference locality of BGP announcements, which introduces
more communication overheads than SBGP.

In summary, these solutions usually need to consume
large computation resources and cannot meet the practical
requirements of real scenarios. Moreover, they usually cannot
prevent data-plane attacks [12], because they cannot detect the
inconsistency between BGP’s control-plane (calculated routes)
and data-plane (routes to forward packets).

Inter-domain route validation (IRV) [10] introduces an ad-
ditional route validation service in BGP, through which the
authenticity of BGP route information is verified. However,

IRV cannot detect forged AS attacks. The Listen and Whisper
solution [9] monitors all exchanged route announcements
to detect underlying anomalies but offers weaker detection
capability [20]. Moreover, Pretty Good BGP (PGBGP) [11]
blocks large-scale attacks by delaying the propagation of
suspicious routes. Recently, several improved prefix hijack
detection approaches have been proposed. Ladet al. [23]
propose an alert system to detect prefix hijacks by detecting
the changes of prefix origins. Huet al. [24] improve the detec-
tion accuracy by analyzing conflicts in data-plane footprints.
Zhanget al. [18] propose iSPY to detect hijacks by analyzing
prefix reachability in prefix owner networks. N-BGP [25] is
proposed to build a trusted third party to realize a policy
monitor using trusted computing (TC). N-BGP enforces route
attestation rules for routing anomaly detection with a BGP
monitor, but not in individual BGP speakers. These solutions
can be easily deployed on the Internet without modificationsto
BGP and provide incremental approaches to secure BGP and
are orthogonal to cryptography based secure BGP solutions.

Recently, Haeberlenet al. [19] propose NetReview to detect
routing anomaly caused by attacks and misconfiguration using
fault patterns and checking tamper-evident logs with these
patterns in NetReview servers of ASes. In NetReview, routing
messages are recorded in a tamper-evident log to analyze
anomalous behaviors of BGP routes based on defined fault
patterns. In this way, NetReview can detect invalid routes
caused by attacks or configuration faults and policy conflicts.
However, NetReview does not address the response mech-
anism to detected faults. Different from NetReview, which
detects BGP faults based on fault patterns, TBGP enforces
route attestation rules to guarantee normal behaviors of BGP
routes. TBGP focuses on the prevention of forged routes
caused by unintended or malicious misconfiguration, but does
not address detection/prevention of policy conflicts, which we
believe can be improved by configuration static analysis [26].

C. Design Goals of TBGP

From a security perspective, TBGP seeks to defend against
different kinds of BGP attacks and guarantee the availability
of BGP routes and normal packet forwarding in the presence
of adversaries. We identify the following security goals [6] 1.

• AS Number Authentication.BGP speakers can verify
whether an AS is the real owner of an AS number and
is authorized to use the AS number.

• BGP Speaker Authentication.BGP speakers can verify
whether a speaker is legal to announce prefixes, so as to
guarantee that the BGP speaker is associated with an AS
number.

• AS Path Verification.BGP speakers can verify whether
the AS PATH {AS1, AS2, · · · , ASn} of a BGP route
m for a prefix fi is in the specified order. That is,m
is generated from the prefix owner ofAS1, and has
traversedAS2, · · · , ASn.

1Since the consistency between control- and data-plane is a basic BGP
property according to the BGP specification [1], we do not explicitly specify
it here.
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• Prefix Origin Authentication. BGP speakers can verify
whether anASn is authorized to generate an IP prefix
fi. In order to achieve that, one of the following three
conditions should be verified: (1) The prefixfi is indeed
held byASn; or (2) ASn is authorized to be the owner
of fi; or (3) ASn is assigned by a set of prefixesFi

and has received another set of prefixFj , such thatfj
is aggregated fromFi, Fj , or both, and∃fj ⊆ fi, where
fj ⊆ Fi ∪ Fj .

Furthermore, in order for a secure BGP solution to be
practically deployable on the Internet, the following goals
should be satisfied.

• Acceptable Performance.A secure BGP solution should
introduce minimal performance overhead (e.g., CPU cy-
cles, memory footprint, and communication cost) over
ordinary BGP, and does not significantly degrade the
performance of a BGP speaker and the convergence
performance of BGP.

• Incremental Deployment.A secure BGP solution should
be partially deployable without disruption, which means
that a subset of entities (e.g., routers, ASes, or ISPs)
can deploy the solution without incurring loss of network
connectivity.

III. D ESIGN OFTBGP

For clarity, we initially assume that TBGP is fully deployed
(i.e., on all participating routers in the network), and the
allocation of AS numbers and IP prefixes to ASes is certified
by authorities. We then relax this assumption for efficient
cryptographic operations and incremental deployment.

A. Overview

Ordinary BGP provides configurable filters calledIN filters
and OUT filters, which filter incoming and outgoing routes,
respectively. With the filters, operators can configure their
routers to discard routes that violate certain conditions.Filters
are used by providers to ensure that they only accept or an-
nounce routes from/to their neighbors. If all providers perform
this correctly, the network would be safe from attacks. How-
ever, many networks cannot filter violated routes effectively,
due to the difficulty to infer the validity of routes from different
ISPs. Basically, TBGP is designed to attest routes to check
whether they comply with the BGP specification in filters and
provide an automatic route filtering mechanism.

In TBGP, a BGP speaker signs a route if it complies with a
set of route attestation rules in the OUT filters. By verifying
the signatures in the IN filter, a neighboring router can easily
know whether the route is valid in terms of BGP specification.
With this mechanism, atransitive trust relationshipcan be
built among the routers along a routing path. The root of
this trust relies on the prefix owners that sign the route with
prefix private keys. Each BGP speaker verifies, in its IN filter,
the signature piggybacked in a received route update from
its neighbor. A successful verification means that the route
is attested by the neighbor and is authentic, and the route in
Adj-RIB-IN is updated. The BGP speaker selects the best route
for the prefix. If the best route is changed, the BGP speaker

announces the selected routes to its neighbors. Before that, the
BGP speaker attests the route under propagation according to
route attestation rules. A route is signed by the private keyof
the AS number only if it has been successfully attested, and
thus neighbor routers can easily check whether the route is
trusted and authenticated by verifying the signature.

To illustrate the idea of TBGP, we refer again to Figure 1.
Suppose AS 1 announces that it is the owner of prefix
12.34.8.0/24. Then R1 is authorized to announce the AS PATH
{1} signed with its private key. R2 in AS 2 receives the route
update and updates it in Adj-RIB-IN for route selection onlyif
it successfully verifies the signature in the IN filter. If theroute
is selected as the best route to the destination 12.34.8.0/24
in R2, then R2 checks whether the route under propagation
complies with the attestation rule. The route is authenticated
only if the route is successfully attested. In this example,the
AS PATH of route under propagation is{21}, which prolongs
the AS PATH in the previously received route update. Then,
AS 1 and AS 2 build trust between themselves. R2signs the
AS PATH using its private key that correspond to the AS
number. Similarly, R3, R4, and R5 verify the route in their IN
filters and announce the route to their ASes with the correct
signature. Thus, AS 1, AS 2, AS 3, AS 4, and AS 5 build a
trust relationship for prefix 12.34.8.0/24.

Now, the routers in AS 6 cannot launch the prefix hijack
attack (see Section II) by announcing the ownership of the
prefix 12.34.8.0/24 because they do not have the correct private
keys to sign the routes for the prefix. Similarly, it cannot
launch the invalid path attack (see Section II) by propagating
the forged route{61} because the route cannot be successfully
attested by AS 5 (assuming that no router is compromised).
In Section IV, we will discuss how to prevent forged routes
if some routers are compromised.

Thus, TBGP well considers different route attestation re-
quirements for different types of BGP sessions and effectively
eliminates aggregate signatures of a full AS path in route
attestations as in existing cryptography-based secure BGP
solutions. The next two subsections explain more details of
the route attestation rules and establishing transitive trust
relationships between different ASes/routers.

B. Route Attestation Rules for TBGP

The trust of a BGP system depends on the expected be-
havior of each router when selecting and announcing route
information. A set of route attestation rules is defined in TBGP,
which, if correctly enforced by a router system, can guarantee
the authenticity and correctness of its announced information.

First, let us consider the basic attestation rules for BGP
sessions among different ASes in TBGP, where we assume
an AS only has one BGP speaker. The OUT filter of a
BGP speaker checks whether an announced route follows
the route attestation rules based on the information in the
IN filter. The announcement is signed and further propagated
only when it passes the check. A neighboring BGP speaker,
upon receiving the announcement, first verifies if it is actually
sent by a speaker that owns the AS number. If attestation
verification succeeds, then it means the route is trusted, and
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the announcement is accepted. Thus, these two BGP speakers
can build a trust relationship. This is done recursively along
an AS PATH. Thus, there is no need for a BGP speaker
to check and verify every hop in the ASPATH, i.e., prefix
verification and ASPATH verification for all speakers in the
path. A neighboring BGP speaker only needs to verify limited
information, such as the signature of prefixes or AS but not
both. These attestation operations are enforced by a BGP
attestation service (see Section IV). Through the built trust
relationship, aggregated signatures are eliminated. Before we
introduce the detailed rules, Table I gives the symbols usedin
these rules.

TABLE I
SYMBOLS USED IN ROUTE ATTESTATION RULES

fi, ASn IP prefixes, AS number
AS[fi], AS(fi) A set of AS PATH for prefix fi, a specific ASPATH
⇓ AS[fi] AS PATH in a received update forfi
⇑ AS[fi] AS PATH in the update forfi under propagation
Withdraw(fi) A received withdrawal to prefixfi
PreList(ASn) Prefix list owned or received byASn

Definition 1: BGP Route Announcement Rule:A BGP
speaker is authorized to send a valid BGP announcement,
Update(fi, AS(fi)), if and only if one of the following three
conditions is true:

• fi ⊆ PreList(ASn)∧ (⇓ AS[fi] == ∅)∧ (⇑ AS[fi] == {ASn});
• (({ASn}+∪ ⇓ AS[fi]) ==⇑ AS[fi])∨(⇑ AS[fj ] ⊆ ({ASn}+∪ ⇓

AS[fi]) ∧ fi ⊆ fj );
• (Withdraw(fi) ∨ ASn ∈ AS[fi]) ∧ (({ASn}+ ∪ AS(fi)) ==⇑

AS[fi]).

This rule illustrates that an announcement is valid if and
only if (i) fi is the owner ofASn, (ii) or it is a re-
announcement after a previous announcement, or (iii) it is
an announcement after a previous announcement that does
not include valid routes. We note that since a route update
triggered by ISP policy changes is similar to that specified by
the third condition of this rule, we do not discuss it explicitly.
Note that this security rule considers the address aggregation
and legal AS prepending issues during route propagation.
{ASn}

+ in this rule denotes that it is legal to prepend its
own AS number in an AS path.

The first condition in this rule describes that the advertise-
ment speaker inASn is authorized to announce the prefix if it
is the owner of the prefix, and the announced route should only
contain itself in the AS Path. For example, AS 1 in Figure 1
is allowed to advertise AS path{1} to its neighbors. The
second condition describes that the BGP speaker is allowed
to advertise a route if it is a re-advertisement of a previous
route and prolongs the AS path with its AS number, or the
AS path in the re-advertisement route is a subset of the full
AS path which is prolonged by including its AS number2. For
instance, in Figure 1, AS 2 advertises the AS path{21}, which
is legal if the AS path in the previously received route update
from AS 1 is {1}. Suppose that AS 3 receives the AS path
{21} for the destination 12.34.8.0/24 and receives the AS path
{2n} (for some AS numbern) for prefix 12.34.9.0/24 in the
route from AS 2. The announced route whose AS path is{21}

2Actually, route disaggregation is similar to the route aggregation. In gen-
eral, AS should achieve another type of secret keys different from the prefix
owner keys if it announces itself as the origin of the aggregated/disaggregated
prefix. However, this process is application-specific, and we do not discuss it
in this paper.

for prefix 12.34.0.0/20 is allowed because it is the intersection
of these two prefixes, and thus it is a legal route aggregation
based on the second condition.

The third condition describes the situation that the an-
nounced route is legal if the route under propagation is the
union of a record in previous received route updates and
its own AS number after receiving a route withdrawal. For
example, assuming that the link between AS 2 and AS 3 in
Figure 1 fails, AS 3 then withdraws the route to AS 5. Since
AS 5 has received a route update with ASPATH {421}, which
is recorded in the attestation service, the route attestation rule
allows AS 5 to advertise the route with ASPATH {5421} to
its neighbor ASes. If AS 5 advertises a route whose AS path
is not recorded, then the route under propagation is regarded
as a forged one and dropped. In addition, if a BGP speaker
receives a route containing its own AS number, e.g., the route
oscillation cases discussed in [27], then it announces another
recorded route, which is similar to the route withdrawal case
above.

Definition 2: BGP Route Withdrawal Rule:A BGP speaker
is authorized to send a valid BGP withdrawal,Withdraw(fi),
if and only if the following condition is true:

• (Withdraw(fi) ∧AS[fi] == ∅) ∨ fi ∈ PreList(ASn).

Similarly, this rule describes that a route withdrawal is
allowed if and only ifASn is the owner offi or there is no
available route record for prefixfi in the attestation service.
For example, assuming that the link between AS 1 and AS 2
fails in Figure 1, AS 2 does not have an available route to AS
1. Then, the BGP speaker in AS 2 is allowed to send route
withdrawals to AS 3 and AS 4.

C. Trust Establishment

The above route attestation rules guarantee the validationof
BGP announcements if they are really enforced on each router.
We can use these rules to verify this via attestation servicein
the IN and OUT filters of a BGP speaker. As aforementioned,
when a BGP speaker in AS 1 receives an announcement, it
is firstly checked and verified by the attestation service in the
IN filter. If the received announcement is sent by the owner
of a prefix, the prefix string is used to verify the signature.
As shown in Figure 2, through verification, the identity of
the originating BGP speaker in AS 1 and the ownership of
the prefix are validated in AS 2. This is the first level of a
trust relationship for prefix 12.34.8.0/24. If the announcement
is propagated to AS 3 by a delegated BGP speaker in AS
2, then we need to verify whether the speaker of AS 2 is
authorized to propagate this route. Thus, the AS number of AS
2 is used to verify whether the BGP speaker is an authentic
owner of AS 2. If the announcement is verified in the IN filter
of AS 3, then AS 3 can trust the announcement because the
successful verification means that the received ASPATH is
composed with previous consecutive trusted ASes. Thus, the
received route should be updated as an active record and stored
in the route database for further attestation by the OUT filter.
Similarly, AS 4 can build trust with AS 2 by verifying the
announcement.
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AS_PATH {21}

AS_PATH {421}

AS_PATH {5321}

destination prefix 1
12.34.8.0/24
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R3 R4

R5 IN filters

OUT filters

1st level trust

2nd level trust

3rd level trust

destination prefix 2
12.34.9.0/24

AS n

Fig. 2. Building transitive trust between ASes/routers.

After a BGP speaker completes a route selection process, the
chosen route is further propagated if there is a change in the
route. The route announcement is then checked in the OUT
filter. First, the active recordR of the route record updated
in the IN filter, which triggers the route re-computation, is
located. If the record does not exist or does not match a
received route, which means that the route is sent by the owner
or the route update follows a received route not including a
valid AS path, then all the records of the prefix are fetched
from the route database. Then the attestation service checks
whether the announcement is allowed based on the route
attestation rules. If the announcement is legal, then it is signed
and sent to the neighboring speaker. The signature is either
based on the private key offi (i.e., sQIDfi

) if the AS is
the owner offi, or based on the private key ofASn (i.e.,
sQIDASn

) otherwise. As Figure 2 shows, after AS 3 and
AS 4 successfully attest the route in OUT filters, the trust
relationship is extended to AS 5 if it adopts the route.

With these two attestation procedures in IN and OUT filters,
the validity of BGP announcements is guaranteed by enforcing
verifications and route attestations in the IN/OUT filters of
BGP speakers. That is, the identity of a BGP speaker is verified
and its route authenticity is guaranteed by the route attestation
rules, through which different speakers build a transitivetrust
relationship. Specifically, when a BGP speaker inASy receives
a route update of a prefix with the correct signature from a
speaker inASx (i.e., the route update is attested byASx itself),
it attests the route update by verifying the signature and puts
this route in Adj-RIB-IN for future route selection. Thus,ASx

andASy build trust between them for this prefix. Similarly, if
the route for this prefix is adopted and further propagated to
ASy ’s neighbors{ASk,...ASn}, the update is attested in the
OUT filter of ASy speaker and then is signed by its private
key. Thus, all ASes can build trust with each other, and the
trust relationship is transitive by signing/verifying signatures
and enforcing the rules in the IN and OUT filters. For example,
as shown in Figure 2, the second level of the trust relationship
among ASes 1, 2 and 3 is built if AS 1 attests the route in
the OUT filter and ASes 2 and 3 successfully verify the route
in their IN filter. Similarly, the third level trust relationship is
built among ASes 1, 2, 3, 4 and 5 if AS 3 and 4 attest the
route in their OUT filters and AS 5 verify it in its IN filter. Any
forged routes cannot be successfully attested by the attestation
service. That is, an AS can trust routes from neighbor ASes if
and only if the routes are verified, which means that the routes
are strictly attested by neighbor ASes themselves. Therefore,
TBGP can effectively defend against forged BGP routes no

matter whether they are generated by configuration errors or
malicious attacks. Each AS only needs to attest route updates
with the keys of the last hop and does not need to attest them
with the information of every hop. Thus, we can achieve the
following theorem.

Theorem 1: In TBGP, to verify a received route update
[AS1, AS2, AS3, ...,ASn] for prefix fi, a speaker only needs
to verify the signature of the route update with the key of last
hopASn.
Proof: We prove the theorem based on the following three
cases.

Case 1:n=0. It means that the prefix is owned byAS1.
The permission for TBGP speakers inAS1 to announce or
withdraw prefixfi is obtained by checking the prefix keys in
AS1, i.e., fi ∈ PreList(AS1). TBGP speakers owning the
private keys can successfully sign the route update.

Case 2:n=1. The ownership of prefixfi is verified inAS2

by verifying the signature of ASPATH [AS1] with the key of
prefix fi if the route update is an announcement, or verifying
the signature of the prefixfi if the update is a withdrawal.
If AS2 receives the announcement, it is only allowed to
re-announce the route and prolongs the AS path with its
own AS number, i.e.,(({AS2}

+∪ ⇓ AS[fi]) ==⇑ AS[fi]),
or re-announce the aggregated route, i.e.,(⇑ AS[fj ] ⊆
({AS2}

+∪ ⇓ AS[fi]) ∧ fi ⊆ fj) (see Definitions 1 and 2).
Similarly, if AS2 receives a withdrawal, it is only allowed to
announce the route if(Withdraw(fi) ∨ AS2 ∈ AS[fi]) or
withdraw the prefix if(Withdraw(fi) ∧ AS[fi] == ∅). The
BGP speakers inAS2 can successfully obtain private keys to
sign the route update if and only if it has one of the operations
above.

Case 3:n≥2. ASn trusts the route from its previous AS
ASn−1 if and only if the route update is verified, i.e.,ASn

successfully verifies route update [AS1, AS2, AS3, ...,ASn−1]
from ASn−1, which means that the route update is strictly
attested byASn−2 and is re-announced byASn−1. If ASn

receives the announcement, it is only allowed to re-announce
the route and prolongs the AS path with its own AS number,
i.e., (({ASn}

+∪ ⇓ AS[fi]) ==⇑ AS[fi]), or re-announce the
aggregated route, i.e.,(⇑ AS[fj ] ⊆ ({ASn}

+∪ ⇓ AS[fi]) ∧
fi ⊆ fj). If ASn receives a withdrawal, it is only allowed to
announce the route if(Withdraw(fi) ∨ ASn ∈ AS[fi]) or
withdraw the prefix if(Withdraw(fi)∧AS[fi] == ∅). Thus,
ASn has the permission to sign the route update to announce
it to its neighbors.

By combining the above three cases, TBGP only needs to
verify the signature of route update with the key of last hop
ASn to verify received route update [AS1, AS2, AS3, ...,ASn]
for prefix fi. �

According to Theorem 1 and Definitions 1 and 2, we have
the following theorem.

Theorem 2: Each TBGP speaker verifies a received route
update [AS1, AS2, AS3, ...,ASn−1] for prefix fi by verifying
that it is originally announced byAS1 and re-announced
exactly through the path{AS2, AS3, ..., ASn−1}.

Theorem 2 states that TBGP achieves the following four
security goals: AS number authentication, BGP speaker au-
thentication, AS path authentication, and prefix origin authen-
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tication.

D. Extending TBGP for iBGP and Incremental Deployment

In general, each AS can have more than one BGP speaker,
and different BGP speakers connect each other by iBGP
sessions to announce their learned eBGP routes. It is obvious
that the basic route attestation rules we discussed above cannot
directly apply to the Internet because the ASPATH of routes
is not changed in iBGP sessions. We solve the problem by
adopting the rules as follows.

• If a route is announced to an iBGP neighbor, then the
router does not need to attest3 it in the OUT filters but
simply forward, because all attributes of the route are not
changed;

• If a route is announced from an iBGP neighbor and
the next hop address encoded in the announcement is
loopback, then it means that the route is generated within
its own AS, and the router does not need to attest it in
the IN filters but simply accept it;

• If a route is announced from an eBGP neighbors or it is
from an iBGP neighbor but the next hop address encoded
in the announcement is not loopback, then the router
needs to attest it in the IN filters;

• If a route is announced to an eBGP neighbor, then the
router needs to attest it in the OUT filters.

Let us follow an example in Figure 3 which is extended
from that in Figure 1 and illustrates an example of route
attestation with the presence of iBGP and eBGP sessions and
is an extension of the example in Figure 1. Assuming that AS
1 announces 12.34.8.0/24, BGP speakers R1, R3, R4, R7, and
R8 attest routes in their OUT filters of their eBGP sessions
according to the route attestation rules, and R2, R5, R6, andR9
need to attest routes in their IN filters and forward the received
route updates in their iBGP sessions if they are adopted as the
best routes.

AS_PATH {21}

AS_PATH {421}

AS_PATH {5321}

destination prefix 1
12.34.8.0/24

AS_PATH {1}

AS_PATH {321}

AS 1AS 2

AS 3 AS 4

AS 5

R1R2R4
R3

R5 R6

R7 R8

R9

iBGP session

eBGP session

AS n

destination prefix 2
12.34.9.0/24

Fig. 3. A route attestation example in the presence of iBGP andeBGP
sessions.

Since TBGP eliminates signature aggregate and routers
can accept/reject received announcements without signatures
signed by neighbors based on their configurations, we can
easily enableincremental deployabilityof TBGP. Basically, we
need to modify route attestation procedures in the IN and OUT
filters. In the IN filter, TBGP should use any AS number in
AS PATH to verify the update if it is not firstly announced and

3Here, route attestation means checking if a route complies attestation rules
and then signing/verifying the route.

path is not fully trusted. For instance, as shown in Figure 3,
we assume that AS5 receives a route announced by AS3,
(AS 3, AS 2, AS 1) where AS2 and AS 1 are trusted AS
but AS3 is not trusted for prefixf1. That is, the route update
is not fully trusted, TBGP should indicate the last trusted AS
number, i.e., AS2. Thus, TBGP will directly use the public
key of AS 2 to attest if the update is partially trusted instead
of using the public key of AS3. In the OUT filter, if adopted
routes are not fully trusted, i.e., routes are received without
signatures signed by the last hop of ASPATH, TBGP will
not sign these routes then.

In TBGP, we can filter routes without fully trusted AS paths.
However, in practice, network operators are not willing to
do so for the network availability issue. Thus, we need to
change local preference value (which indicates the degree of
preference for learned routes [1]) of each route according to
different trust level of AS paths based on network operators’
configuration. That is, we can assign a high local preference
value to fully trusted AS paths and low local preference value
to partial trusted AS paths in the IN filters. Let us follow the
example above (shown in Figure 3). If AS5 receives another
route (AS4, AS 2, AS 1) where ASes4, 2, 1 are all trusted
AS for prefixf1, TBGP can detect that (AS4, AS 2, AS 1) is
fully trusted AS PATH but (AS3, AS 2, AS 1) is not. TBGP
enables that BGP speakers in AS5 set a low preference value
for routes without fully trusted AS paths, e.g., setting thelocal
preference value to0, and then the fully trusted route (AS4,
AS 2, AS 1) is preferred in Adj-RIBs-IN in route selections.
If an untrusted route is selected as the best route in trusted
ASes, the re-advertisement route is still untrusted thoughthese
ASes adopts TBGP. In this way, TBGP can be incrementally
deployed.

IV. PROTOTYPEIMPLEMENTATION

We implement a prototype of TBGP and demonstrate its
practices. Our prototype solves the following two questions
which are important for real deployment on the Internet:

1) How to reduce the complexity of cryptographic oper-
ations in TBGP? Is it possible to eliminate distribution and
management of thousands of public keys in traditional secure
BGP proposals?

2) How to realize a tamper-resistant TBGP such that it
can guarantee the integrity execution of route attestation
algorithms and rules, and thus preserve the consistency of
routing control- and data-plane? In other words, can we ensure
that a TBGP router cannot pretend to be a trusted one if the
system is compromised, e.g., the route attestation serviceis
disabled or routing control- and data-plane are not consistent?

Our TBGP solution is built on two existing key techniques:
identity-based signature (IBS) and trusted computing (TC).
In this section, we present three primitive functions used in
TBGP based on these two techniques: (i) secure storage of
BGP keys, (ii) signing/verifying BGP announcements, and (iii)
BGP attestation service.

A. Preliminaries

Identity-Based Signature Algorithm Identity-based cryp-
tography (IBC), which is an alternative to the traditional
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certificate-based public key cryptography, uses user identity
information (e.g., email address) as the public key [28]. The
private key in an IBC system is generated by a private key
generator (PKG) according to the user identity information.
IBC is firstly designed by Shamir and resolves the problem
of key storage and management in certificate-based crypto-
graphic algorithms. IBC includes identity-based encryption
(IBE) and identity-based signature (IBS) algorithms [28].In
our implementation of TBGP, we use IBS to verify and
validate announced prefix and ASPATH, which potentially
provides an efficient approach for attesting routing updates [8].
Specifically, an IBS system consists of four basic algorithms:
Setupalgorithm generates a set of public system parameters
and private master secret;Extractalgorithm extracts the private
key corresponding to a given public key, which takes the
system parameter, the master secret, and the public key (a
public ID) as inputs;Sign algorithm returns the signature of
a given message using the system parameters, a private key,
and the message as inputs;Verify algorithm uses the system
parameters and an ID to check whether a signature is valid,
i.e., the message is signed with the corresponding private key
and is not altered. With IBS, TBGP routers do not need to
obtain different public keys before route attestation in advance.
Thus, TBGP eliminates the centralized certificate distribution
and storage, and reduces the complexity of security operations.

One of the benefits of using IBS is to reduce the complexity
of public key distribution and management for individual
routers. However we note that the focus of TBGP imple-
mentation is not on the key and certificate management,
but on transitive trust relationship between routers for AS
originators and ASPATH verifications. Similar to SPV [8],
any other certificate distribution and management mechanisms
can satisfy our requirement.

Trusted Computing The Trusted Computing Group
(TCG) [29] has defined a set of hardware and software specifi-
cations for Trusted Computing (TC) technologies. The root-of-
trust of the TCG architecture is the Trusted Platform Module
(TPM), a discrete chip which performs certain cryptographic
functions and provides secure storage. TPM provides secure
storage for high level applications and services, which is
leveraged by TBGP to protect IBS private keys and guarantees
that a signature can only be generated when a BGP routine is
correctly executed and route attestation rules (cf. Section III-B)
are enforced without disabled or maliciously modified. Specif-
ically, a router receives a private key from a PKG and seals
(encrypts) it with a key protected by its TPM when it joins
the Internet. When generating a signature, the TPM unseals
(decrypts) this key only when certain configurations of the
system can be identified, which are represented by Platform
Configuration Registers (PCRs) inside the TPM. Through this
mechanism, the private key is always protected, the resulting
signature is guaranteed to be signed by the proper private key,
and the signature is signed only under known good platform
state, e.g., the integrity of the attestation service and rules is
maintained.

Remote attestation is another important TC mechanism used
by TBGP. When a router initially joins the Internet, in order to

get permissions to announce routes, it needs to get its private
keys. For this purpose, its platform should be attested by the
authorities before the router provides its routing service. The
TPM on the router signs the value of system state and sends
it to an authority, which verifies if the current platform is
in a good state. Upon successful verification, the authority
releases corresponding private keys to the router, which inturn
seals them with TPM. This guarantees that a private secret is
only released to a good router. Once private keys are achieved
in a router, TPM protects the keys locally. Combined with
the secure storage mechanism above, a protected key is only
available for signing when the system is in the same good
state as when the key is retrieved and installed. Thus, it lays
the foundation for trust establishment between BGP speakers,
which is the prerequisite to ensure that route attestation
rules are enforced in TBGP. In TBGP, we assume that the
policy information (i.e., routing attestation security rules) is
certified by some trusted authorities, e.g., IANA. For the router
platform and protocol stack, known-good system state can be
certified by router vendors. Sharing this information between
ASes or ISPs may introduce the privacy issue, which has been
discussed extensively in the TC community. Some privacy-
preserving attestation mechanisms have been proposed, such
as privacy CA and Direct Anonymous Attestation (DAA) [30].

B. Primitive Functions of TBGP

TBGP leverages three core mechanisms to achieve the
security goals: secure storage of BGP keys, signing/verifying
BGP announcements, and BGP attestation service. These
mechanisms jointly provide the functions of route attestation.
Before introducing the details, we assume that BGP speakers
in TBGP are equipped with TCG-compatible TPM chips
for key storage and the attestation of the BGP process and
route attestation rules. Several designs of TPM for embedded
systems have been proposed [13], [29]. Alternatively, secure
software TPM (swTPM) [31], a kernel module in the router
OS, can be used if hardware TPM is not available. As we focus
on relatively closed router platforms (compared to general-
purpose computing systems), we believe a software TPM
module is reasonably good enough for attestation in TBGP
since TBGP focuses on attesting user-space routing protocol
stacks and data and trusts the integrity of underlying OS.

Secure Storage of BGP KeysThe secure storage mechanism
in TBGP is realized by directly applying the secure storage
primitive provided by TPM. In TBGP, all sealed keys can
be unsealed from TPM and used by the BGP attestation
service only when the BGP system running on a router is not
maliciously changed. In general, TPM in a BGP speaker seals
private keyssQID, which includessQIDfi

corresponding
to its owned prefixes, andsQIDASn

corresponding to AS
numberASn. In TBGP, similar to traditional BGP security
solutions [4], [6], [8], we also assume some trusted address
assignment authorities, such as ICANN and IANA, and other
trusted delegation organizations act as PKGs to generate and
distribute private keys and public parameters to routers before
they are deployed on the Internet. Note that, for the strong
security purpose, address assignment authorities should collab-
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orate with router vendors who provide fingerprints of different
BGP software with route attestation rules to accurately attest
BGP systems before assigning private keys. Once a router
obtains its private keys, all keys are sealed into the TPM.

When a BGP router is in a good state, all the keys can be
unsealed for later signing operations. The good state means
that the values represent the expected software runtime of
the router, e.g., identical to the values when the keys are
sealed. That is, the BGP system is not compromised and the
security configurations of TBGP are not maliciously changed.
Thus, we have the assurance that: 1) announced routes to
neighbors are identified to be used for forwarding packets,
which guarantee the consistency of control and data planes;
2) the route attestation rules of TBGP are well enforced during
the runtime of a BGP system and are not changed/disabled by
its operators. All these are checked during router bootstrapping
(cf. Section IV-B). To preserve a good runtime environment,
several runtime protection mechanisms can be used, such as
ARM TrustZone, Intel’s Trusted Execution Technology and
AMD’s Pacifica technology [14], which are out of the scope
of this paper.

Signing/Verifying BGP Updates In TBGP, all outgoing
BGP updates (i.e., the routes that a router propagates to
others) need to be signed by the router, and all incoming
BGP updates (i.e., the routes that a router receives from
others) need to be verified by the router before adopting them.
The prefixes and ASPATH specified by an announcement is
signed and verified by each BGP speaker. After obtaining the
keys and system parameters of IBS, a BGP speaker A signs
an announced route using its keys associated with its owned
prefix (if the prefix is owned) or its AS number (if the prefix
is not owned), and a neighbor speaker B verifies the received
announcement using the corresponding public key of speaker
A (e.g., the ID string corresponding to the prefix keys or AS
keys in the signing procedure). Speaker B can easily determine
which string to use to verify the announcement because the
prefix and AS public keys are denoted in the BGP update.
For example, if speaker B receives a prefix announcement
from speaker A, then it uses the AS number ID of speaker
A to verify the signature of the announcement. Thus, the
public key distribution and management problem in PKI-based
BGP schemes is well eliminated in TBGP. If the signature
verification fails, speaker B drops the announcement. As
aforementioned, a successful signature verification by speaker
B implies that the announcement is signed with speaker A’s
appropriate private key within a good BGP runtime system,
i.e., the route attestation rules are correctly enforced byspeaker
A. To prevent route replay attacks, speaker A also signs route
announcement with a timestamp.

BGP Attestation Service The attestation service in TBGP
provides interfaces for verifying and attesting BGP updates
by a BGP speaker, and provides the mechanism to verify if
route attestation rules are enforced by the speaker. Through
this, transitive trust relationships can be built between BGP
speakers. Basically, there are three major interfaces for BGP
speakers: service initialization, validation in the BGP ingress
filter (IN filter), and validation in the BGP egress filter

(OUT filter) [17]. We will discuss route attestations with the
attestations service in Section III.

The BGP attestation service initialization is invoked by a
router system during its bootstrap phase after the integrity
of the BGP system, including the BGP software and the
route attestation rules, are validated by the trusted components
on the platform built upon TPM. This interface requires
two parameters: the hash values of BGP routing system and
the route attestation rules. Note that different routers from
different router vendors have different BGP system releases
and thus different hash values. If these two parameters are not
tampered, then the routing system can be launched success-
fully. Otherwise, it is launched without any keys achieved from
TPM. After the BGP system is launched successfully, all these
parameters are reported into PCRs of its TPM. After this, the
BGP system and attestation service can use private keys sealed
by the TPM. The procedure is discussed in Section IV-A. If the
attestation service is disabled, the BGP system cannot achieve
the private keys and thus is unable to sign any route update.
We will demonstrate this in Section IV-C.

The IN filter and OUT filter interfaces in TBGP are placed
in the same places as those in existing BGP protocol on a
router [1]; that is, they are invoked after receiving BGP updates
and before sending BGP updates, respectively. When a speaker
receives a BGP update, its attestation service verifies and
validates the prefix string or AS number in the announcement
in the IN filter of BGP protocol. If the verification fails, thean-
nouncement is dropped; If the verification succeeds, the attes-
tation service will record the route information for later route
attestation4. After BGP route selection process completes,
the speaker may announce updated routes to neighbors. In
the OUT filter, the attestation service is invoked again, which
first locates the recorded route information correspondingto
routing re-computation, and checks whether the announced
routes comply with route attestation rules together with the
located information. The outgoing routes are dropped when
they do not comply with the route attestation rules, e.g., they
are tampered by network operators.

C. Prototype Implementation

We implemented the TBGP in Zebra BGP daemon [32]
with software TPM [5]. We use the IBS implementation in
MIRACL cryptographic library from Shamus Software [33].
Our prototype implements three primitive functions described
above using less than 3,000 lines of C codes.

Figure 4 shows the high level view of the prototype with
TPM. If the BGP process is tampered, it cannot achieve the
private keys, although it still can be booted and executed.
This ensures that all route updates cannot be signed no
matter whether they comply with attestation rules or not. If
key unsealing succeeds, the BGP attestation service obtains
private keys and attests route updates received (sent) from
(to) neighbors in the IN (OUT) filter. The route updates are
also signed and verified in IN and OUT filters if they are
successfully attested.

4In our prototype, we directly leverage Adj-RIBs-IN to realize the database
since it is tamper-resistant in our prototype.
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Fig. 4. The architecture of TBGP.

In many existing BGP solutions, data-plane attacks [12]
can be launched by modifying the records in Adj-RIBs-OUT
and hence making the records in Local RIB and Adj-RIBs-
OUT inconsistent. Since the BGP process is attested with
TPM and the consistency between a router’s control-plane and
data-plane can be attested and verified by its neighbors, any
tampered BGP process whose records in the control- and data-
plane are not consistent cannot announce routes with correct
signatures, and hence the routes announced by them will not
be adopted by their neighbors. Thus, data-plane attacks canbe
prevented in TBGP. Note that TBGP focuses on the prevention
of the routing attacks which allow ASes to announce routes
not really used by themselves, e.g., smart interception attacks
pointed by Goldberget al. [34]. However, TBGP does not
address other attack strategies proposed in [34] that may
violate routing configuration guidelines [26]. For example,
announcing longer paths may violate valley-free property of
inter-domain routing and raise routing instability [35].

V. PERFORMANCEEVALUATION

We use both experiments and simulations to evaluate the
performance of TBGP. For our experiments, we deploy our
TBGP prototype in five Linux-2.6.21 machines which have
Pentium 4 1.7GHz CPU and 1GB memory and form a topol-
ogy of 3 ASes shown in Figure 5. ASes 1 and 2 have two eBGP
peering links between R1 and R2 and between R1 and R3, and
ASes 2 and 3 have two eBGP peering links between R4 and R5
and between R2 and R5. R3 and R4 are connected via an iBGP
peering link. We only configure different number of prefixes
in AS 1, and AS 2 only forwards the learned route to AS 3.
We study the overhead of different operations in TBGP: 1)IN
Filter Attestations: the duration between the time when route
updates are received and the time they are sent out to iBGP
neighbors, during which route updates are only attested in IN
filters; 2)Out Filter Attestations: the duration between the time
when routes received from iBGP neighbors and the time they
are sent out to eBGP neighbors, which route updates are only
attested in OUT filters; 3)both Filter Attestations: the duration
between the time when route updates are received from eBGP
neighbors and the time they are sent out to neighbors, which
route updates are attested in both IN and OUT filters. We
evaluate the overhead in IN filter attestations in R3 in AS 2,
the overhead in OUT filter attestations in R4 in AS 2, and
the overhead in both filter attestations in R2 in AS 3. We also

evaluate the route processing time in ordinary BGP without
attestation.

AS 1

R1 R2 R5

AS 2

Prefix owner

Prefix re-announcer

Receiver

AS 3

iBGP
eBGP

R3 R4

Fig. 5. AS topology in our experiments. AS 1 announces prefixes, and AS
2 forward the routes to AS 3.

We further simulate TBGP to study its performance in large
scale networks. Similar to most of the previous BGP proposals
(e.g., [20]), we use SSFNet [36], which is an event-driven
simulator, and provides basic process model of BGP [36]. The
experimental performance is seeded into simulations as the
parameters. We use four different scales of AS-level topologies
with 10, 29, 110, and 208 ASes, respectively (the later three
topologies provided by BJ Premore [36] are generated from
real BGP routing tables and used in most of BGP simula-
tions [20], [37]). In our simulations, we compare TBGP
with different variants of SBGP schemes, ordinary SBGP,
SBGP with cryptographic operation speedup (S-A) [20], SBGP
with sequential aggregate signature (SAS) [20], and Path
Authentication (PATH) [22]. Among many proposed security-
enhanced BGP proposals, we only evaluate and compare some
classical ones, such as the SAS using aggregate signatures
which is the main technique used by Zhaoet al. [38]. The
main overhead in S-BGP lies in verifying multiple signatures
for path authentications, which is also one of the main goals
in TBGP, and not addressed in origin authentication proposed
by Aiello et al. [7]. Thus, we did not evaluate these schemes
in this paper. The performance of cryptographic operations
in these existing schemes is measured with standard Digital
Signature Algorithm(DSA) [20].

A. Experimental Data

Firstly, we evaluate the overhead introduced by key unseal-
ing during BGP bootstrapping. The result shows that TBGP
has about 33% delay in bootstrapping. Since it is only one-
time operation, the overhead is acceptable. Furthermore, we
evaluate the performance of 512 bits IBS algorithms in TBGP.
The execution time of signing and verifying operation with
IBS is about 4ms and 50ms, respectively. The overall overhead
is similar to that of the RSA and DSA algorithms [33].

The processing overhead in TBGP is introduced by route
attestations including the cryptographic operations. We evalu-
ate the processing overhead of TBGP with different number of
announced prefixes. Figure 6 shows the processing overhead
with different BGP sessions. All overheads increase with the
increases of the number of announced prefixes. Averagely,
the overall process time in ordinary BGP per route update
is 0.16 ms, and the overheads in IN filter attestations, OUT
filter attestations and both filter attestations per route update
are 2.31ms, 2.27ms, and 2.32ms, respectively. It is surprising
that these different attestation operations (with different num-
ber of announced prefixes) introduce similar overheads. The
possible reason is that route selections and IN and OUT filter
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attestations performed in parallel in both filter attestations if
the number of announced prefixes is more than 1. In a later
subsection, we will study whether the processing overhead
impacts the performance of BGP routing (c.f., Figure 7).

B. Simulation Results

It is not surprising that TBGP introduces communication
and processing overheads compared to ordinary BGP, as it
consumes CPU resources to perform IBS signing and verifying
operations, which are the major causes influencing the BGP
convergence performance. To explore these aspects, we sim-
ulate with 512 bits IBS algorithms and model running times
in Section V-A. For simplicity without loss of generality, the
simulated networks have one BGP speaker for each AS and
attestation overheads in each AS include both IN and OUT
filter attestations. We evaluate the routing convergence time of
our simulation, which considers all the overheads introduced in
TBGP route computation and selection, and is frequently used
to evaluate computation overheads in literature. Figure 7 shows
the impact of TBGP on convergence time, compared with
the ordinary BGP. In these four different topologies, TBGP
has 7%, 10%, 4%, and 0% extra convergence time compared
to ordinary BGP, respectively. Especially, TBGP does not
introduce extra convergence delay in large-scale topologies,
such as the 208 ASes topology, because the MRAI timer [1]
of 30 seconds becomes the major cause of convergence delay.
Compared with SBGP, whose convergence time is over 200%
larger than that in ordinary BGP [20], TBGP achieves much
better performance.

Figure 8 shows the impact of TBGP on the increase ratio
of convergence time with the 110 ASes topology. TBGP only
increases 4% convergence delay and achieves much better
routing performance over SBGP and other variants of SBGP.
For instance, the convergence performance in SBGP increases
over 2 times of convergence delay, S-A introduces 9% extra
convergence delay, and SAS increases over 3 times at the cost
of increased memory consumption. Compared to SBGP, S-
A, SAS, TBGP has 56.5, 1.25, and 75 times improvements
in convergence time, respectively. The performance resultis
rational because only one signing and verifying operation is
involved in a BGP speaker to attest a route in TBGP, while
these secure BGP schemes need several times to verify a route.

The overhead of message signature in TBGP is reduced from
O(n) in SBGP toO(1) wheren is the length of an ASPATH.
Note that to verify a received route update in these schemes,
the time of signature verification is super-linear to the length
of AS PATH. PATH only requires one public key signature
verification, therefore has similar convergence performance as
TBGP.
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Fig. 9. Overheads introduced by TBGP are much lower than otherschemes.
TBGP only introduces 96% of increase in update message size and requires
about 1.1 times more memory to cache routes. Compared to SBGP, S-A,SAS
and PATH, TBGP has 24.38, 95.41, 12.28, and 34.09 times improvements in
message size, and 9.26, 30.32, 10.25 and 2.63 times improvementsin memory
consumption, respectively.

Figure 9 shows the impact of TBGP on message size
and memory costs with 110 ASes topology. The baseline
of average announcement message and memory cost in our
experiment is 36.09 bytes and 9 KB [20], respectively. On
average, the message size increase in SBGP is more than 763%
and that in TBGP is only about 96%. Compared to S-A, SAS,
and PATH, TBGP still achieves much better performance.
For example, the average message size of BGP updates in
PATH is 34 times larger than that in TBGP since PATH needs
to generate and piggyback tree-based authentication proofs
in updates. Furthermore, TBGP has significant improvement
in memory consumption. As illustrated, the SBGP scheme
consumes additional 1140% of memory to cache routes and
their signatures, but TBGP only requires about 1.1 times more
memory to cache routes and has a 9.26 times improvement
over sBGP. Similarly, memory consumption in S-A, SAS, and
PATH is more than 130% larger than that in TBGP. The
reason behind the low cost is that TBGP does not require
caching received route signatures for further propagationthus
eliminates the storage complexity ofO(n2) in SBGP.
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VI. D ISCUSSION

Key Distribution: The prototype of TBGP adopts IBS and
then relaxes the centralization requirement of authorities be-
cause different prefix/AS assignment organizations can gener-
ate private keys independently. It does not require additional
infrastructure and mechanism to manage and distribute cer-
tificates. These authorities are only authorized to generate
and bind private keys with prefixes/ASes which they are
authorized to assign. Before that, PKG services provided by
these authorities only need to negotiate to obtain IBS security
parameters, such as same master keys, and then build a flat
infrastructure in a secure way [16]. Actually, we can further
relax the implication. Since TBGP builds transitive trust in
the Internet by authenticating and attesting neighbor ASes, we
can deploy local regional PKG services to generate different
AS number keys. Different ASes can authenticate and attest
each other and build local trust chains if their IBS parameters
are assigned by the same regional services, and only some
large ASes (or top-tier ASes) are required to achieve different
parameters from different regional services to bridge the trust
chains. Thus, we only require the global authorities, IANA
and the regional Internet registries, such as AfriNIC, APNIC,
ARIN, LACNIC, and RIPE NCC, to bind keys with prefixes.
The approach is similar to what have been done in Resource
Public Key Infrastructure (RPKI) for BGP security [39]. For
sake of simplicity, we do not consider the prefix hierarchy in
this paper, but assume the centralized PKGs distribute keys
when a router goes online. To realize a decentralized key
distribution, we can leverage the hierarchical IBS [40], where
the public key (identity) is a hierarchical prefix, and then
local/domain-level PKGs can be introduced.

Key Refreshment: It is well known that IBS algorithms have
a difficult problem on key revocation. Although key-insulated
systems can solve such a problem [41], they introduce more
computation overhead on routers. We solve the problem from
the view of BGP operations. In TBGP, private keys are under
strong protection, which means a route can achieve correct
signature only if the router platform is not compromised. Ifthe
router is misconfigured by its operator, the route also cannot
obtain correct signatures because it cannot be attested by the
trusted routing service. Moreover, in TBGP, we propose to
use ephemeral public identities, where the public keys can
be generated by including timestamp with identity depending
on granularity. The private key is then updated periodically
in a automatic way. This approach is suggested in original
IBE algorithm [42], and is successfully implemented in com-
mercial products [43]. In general, there are two cases for
key revocation in TBGP: 1) The router role is changed, e.g.,
prefix owner is changed. This can be handled by key request
and re-generation. 2) The keys are compromised. This case
happens in TBGP when the TPM is compromised. If the router
OS or BGP logic is compromised, private keys cannot be
unsealed by the TPM. For attacks on TPM, we only require
a TPM interact with some well known address authorities
when the router firstly accesses to Internet. Thus, the attack
interface of the Parno attack [44] is limited. Moreover, since
the Tarnovsky attack [45] requires physical access to TPM,

we do not consider this issue in this paper.

VII. C ONCLUSION

In this paper, we propose TBGP, a lightweight secure BGP
solution to prevent BGP routing attacks. In TBGP, a set of
route attestation rules is strictly enforced in each routerto
simplify route attestations and build a trusted Internet routing
infrastructure, and thus aggregated signatures are eliminated
without sacrificing the security of BGP. Our prototype lever-
ages the trusted computing (TC) technology to build transitive
trust relationships between BGP speakers, and the identity-
based signature (IBS) algorithm to sign/verify BGP routes
and reduce the complexity of security operations in existing
secure BGP solutions. Our security analysis and performance
study shows that TBGP meets the security goals of BGP
with significantly better convergence performance and lower
resource cost than traditional solutions.
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