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In the schematic protection model subjects are classified into protection types. Creation is authorized by a can-create binary relation on types. It is shown that with arbitrary cycles in can-create safety is undecidable. Whereas it has been previously shown safety is decidable for acyclic can-create. It is also shown that safety remains undecidable even if all creates are attenuating in that tickets (capabilities) given to a subject on its creation are attenuated copies of tickets available to its parent. This contrasts with decidable safety for attenuating cycles of length one. It appears safety is decidable for the practically useful cases while undecidability results from undue laxity in authorizing creation. © 1992 Academic Press, Inc.

1. Introduction

The need for access controls or protection arises in any computer system in which multiple users share information and physical resources. These systems are viewed as consisting of subjects and objects. Active entities such as users are subjects, whereas passive entities such as text files are objects. Protection is enforced by ensuring that subjects can execute only those operations which are authorized by privileges in their domains. We regard subjects and objects as mutually exclusive and use entity to denote either a subject or object. The key difference is that subjects possess privileges whereas objects do not.¹

The protection state of a system is defined by the privileges possessed by subjects in their domains at a given moment. We understand state to mean protection state. Inert privileges authorize operations which do not modify the state, e.g., reading a file. Control privileges authorize operations which modify the state, e.g., user X authorizes user Y to read file Z. Control privileges authorize incremental changes in the protection state and define the dynamics of authorization. Once the initial state is established the protection state evolves due to autonomous actions of subjects constrained by control privileges. The challenge is to construct the initial state so all reachable states conform with the policy the security administrator wishes to implement.

¹ Subjects are often defined to be subset of objects. This amounts to calling what we call entities as objects and coming some other term for entities which are not subjects.
A useful **protection model** must provide a formalism for specifying the dynamics of the protection state. This is usually done by stating rules which prescribe the authorization for making localized incremental changes in the state. We call such a collection of rules an (**authorization**) scheme. The scheme embodies the policy for dynamic authorization. In order to understand the formal specification of a scheme it must be possible to determine the cumulative global effect of authorized incremental changes in the protection state. That is, given the initial protection state and the authorization scheme, we need to characterize protection states that are reachable. The **safety problem** poses the question: Is there a reachable state in which some subject possesses a specific privilege which it did not previously possess? It is the fundamental analysis question which a protection model must confront. Since subjects are usually authorized to create new subjects and objects, the system is unbounded and it is not certain that such analysis will be decidable let alone tractable without sacrificing generality.

Analysis issues were first formalized by Harrison, Ruzzo, and Ullman [2] in context of the well-known access matrix model [1, 5]. The matrix has a row for each subject and a column for each entity. The \((I, J)\) cell contains symbols called **rights** authorizing subject \(I\) to perform operations on entity \(J\). In this model an authorization scheme is defined by a set of commands. Each command has a condition part and a body. The condition specifies rights required to exist in the matrix before the body can be executed for its actual arguments. The body consists of a sequence of primitive operations. The primitive operations enter or delete a right from a cell of the matrix or create a new row or column or destroy an existing row or column. A right is said to be **leaked** if it can be entered into a cell of the access matrix where it did not previously exist. The safety problem poses the question whether or not some specific right can be leaked. Harrison, Ruzzo, and Ullman showed that this problem is undecidable in general [2]. It was further shown by Harrison and Ruzzo [3] that safety remains undecidable even if the condition can test for rights in at most two cells of the matrix and the primitive operations are restricted to be monotonic.\(^2\)

In retrospect it is not too surprising that analysis is undecidable in this general setting. More disappointing is the lack of interesting special cases of the access matrix model with tractable safety, as evident from the following quote [2].

---

\(^2\) That is, it is possible to enter a right in a cell or create new subjects and objects, but deletion of a right from a cell or destruction of subjects and objects is not permitted.
SPM classifies subjects and objects into protection types. The dynamic component of a protection state consists of tickets (capabilities). The key idea is that the rules comprising the authorization scheme are specified in terms of protection types. In particular creation is authorized by a can-create binary relation on types. It has been previously shown that analysis is decidable provided the can-create relation is acyclic [14]. In this paper we show that with arbitrary cycles in can-create safety becomes undecidable. This gives us a natural demarcation between decidable and undecidable safety in SPM.

Undecidability results are disappointing since they reflect inherent limitations. But in this case our disappointment is mitigated by the conjecture that most, if not all, SPM specifications of practical interest will satisfy the constraints of [14]. This is demonstrated by the examples of [12–14] and our failure to find any realistic policy which cannot fit within the assumptions of [14]. It appears that decidability is obtained for the most useful cases while undecidability follows from undue laxity in authorizing subject creation, which can be easily prevented.

The paper is organized as follows. Section 2 reviews SPM. Section 3 shows that safety is undecidable with arbitrary cycles in can-create. The proof is by reduction from Post’s correspondence problem. Use of Post’s problem for this purpose was motivated by its successful application in showing undecidable safety for the monotonic access-matrix [3]. Our construction is quite intricate because of the local nature of authorization rules in an SPM scheme. In Section 4 we show that safety remains undecidable even if all create operations are required to be attenuating. Roughly speaking this requirement stipulates that tickets given to a created subject on creation should be attenuated copies of tickets available to the creator. This is a natural restriction, the significance of which is highlighted by the fact that with attenuating loops (cycles of length one) safety is decidable [14]. Section 5 concludes the paper.

2. THE SCHEMATIC PROTECTION MODEL

The key notion in SPM is that of protection types, henceforth referred to simply as types. The domain of a subject consists of two parts: a static type-dependent part defined by the authorization scheme and a dynamic part consisting of tickets. The intuitive concept of types is that instances of the same type are treated uniformly in the authorization scheme. The scheme is defined by the security administrator when a system is first set up and thereafter cannot be changed. The idea is that major policy decisions are built into the scheme while details are reflected in the initial distribution of tickets. SPM entities are strongly typed; that is, an entity’s type cannot change.

Tickets are dynamic privileges of the form $U/x$, where $U$ identifies some unique entity and the right symbol $x$ authorizes the possessor of this ticket to perform some operation(s) on $U$. Tickets can only be obtained by rules specified in the authorization scheme. We use the neutral term ticket rather than capability to
avoid the impression that SPM tickets are necessarily represented at run-time as capabilities. SPM tickets have only one right symbol. For convenience we abbreviate a set of tickets for the same entity by letting \( U/xyz \) denote \{\( U/x, U/y, U/z \)\}. We understand \( U/x \) to denote the ticket \( U/x \) as well as the set \( \{U/x\} \) as determined by context. This allows us, for instance, to write \( \{U/x, V/yz\} \) or \( U/x \cup V/yz \) interchangeably.

2.1. Types and Right Symbols

The first step in defining a scheme is to specify disjoint sets of object types \( TO \) and subject types \( TS \). Their union \( T \) is the entire set of entity types. The intention is that protection types identify classes of entities which have common properties with respect to the authorization policy. For subjects this might be membership in a department or a distinguished position of authority in a group such as project leader. For objects this might be a classification such as an internal document or a public document. By convention types are named in lowercase and entities in uppercase. The type of an entity \( U \) is denoted by \( \tau(U) \). An entity of type \( u \) is often referred to as an \( u \) entity.

The next, or perhaps concurrent, step is to define the right symbols carried by tickets. The set of right symbols \( R \) is partitioned into two disjoint subsets: \( RI \) the set of inert rights and \( RC \) the set of control rights. Examples of inert rights are the typical read, write, execute, and append privileges for a file. Because of the passive role of inert rights with respect to the protection state, the symbols in \( RI \) require no interpretation for safety analysis. The interpretation of symbols in \( RC \) is discussed shortly. Every right symbol \( x \) comes in two variations \( x \) and \( xc \), where \( c \) is the copy flag. The only difference between \( U/x \) and \( U/xc \) is that the former cannot be copied from one domain to another, whereas the latter may be, provided certain additional conditions to be defined shortly are true. It follows that the presence of \( U/xc \) in a subject’s domain subsumes the presence of \( U/x \) but not vice versa. We use \( x : c \) to signify \( x \) or \( xc \) with the understanding that multiple occurrences of \( x : c \) in the same context are either all read as \( x \) or all as \( xc \). We understand \( U/xcy \) to denote \( U/xc \) and \( U/yc \); that is, the copy flag applies to each symbol in the string. If the copy flag occurs in the middle of a string it applies to privileges of the left of it but not those to the right; for instance, \( U/xcyz \) denotes \( U/xc \) and \( U/yz \).

The type of a ticket \( U/x : c \) is written as \( \tau(U/x : c) \) and we define it to be the ordered pair \( \tau(U)/x : c \). That is, the type of a ticket is determined by the type of entity it addresses and the right symbol it carries. Conventions for representing tickets, especially regarding the copy flag, extend in an obvious way to ticket types. In particular \( \tau(U/x) \) and \( \tau(U/xc) \) are different ticket types. This is an important distinction because of the role of the copy flag. The entire set of ticket types is \( T \times R \).

\( T, R, \) and \( T \times R \) constitute the basic sets of an authorization scheme. The remaining components are defined in terms of functions and relations involving these basic sets. SPM requires that \( T \) and \( R \) be finite, so a scheme is defined by finite sets, relations, and functions. Before considering the details we note SPM is monotonic...
in that there are no facilities for revocation of tickets or deletion of entities. This is a reasonable assumption for analysis purposes in most cases, by accepting the restoration principle \cite{14}. This principle requires that whatever can be revoked can be restored; i.e., revocation can always be undone. Then for the worst case we can assume revocation does not occur. In this way SPM side steps the issue of specifying revocation policies.

In SPM there are three operations which change the protection state: \textit{cyp}, \textit{demand}, and \textit{create}. Demand is not used in the construction of this paper and is mentioned here only for the sake of completeness. Demand in now actually known to be formally redundant \cite{15}.

2.2. The Copy Operation

The copy operation moves a copy of a ticket from the domain of one subject to the domain of another leaving the original ticket intact. We often speak of copying a ticket from one subject to another, although technically a ticket is copied from one subject’s domain to another’s domain. In addition to the copy flag this operation is authorized by a link predicate \textit{link}, defined by control rights and its associated filter function \textit{f}, which is a component of the scheme.

A link predicate takes two subjects, say \textit{U} and \textit{V}, as arguments and evaluates to true or false. If true it establishes a connection from \textit{U} to \textit{V} which can be used to copy tickets from the domain of \textit{U} to the domain of \textit{V}. Link predicates are defined in terms of the presence of some combination of control tickets for \textit{U} and \textit{V} in the domains of \textit{U} and \textit{V}. Formally a link predicate \textit{link},(\textit{U}, \textit{V}) is a conjunction or disjunction, but not negation, of terms from the following collection for \textit{x} \in RC

\[
U/x \in \text{dom}(U), \quad U/x \in \text{dom}(V), \quad V/x \in \text{dom}(U), \quad V/x \in \text{dom}(V) \quad \text{or} \quad \text{true},
\]

where \text{dom}(\textit{U}) is the set of tickets possessed by subject \textit{U}. The idea is that link predicates are evaluated by examining the domains of the two subjects of concern and that too only with respect to presence of control tickets for these two subjects. To emphasize this property we say link predicates are local. That the definition of a link should depend only on presence and not absence of tickets is a well-known principle for protection \cite{10}. In SPM a finite collection of local link predicates are defined in a scheme. Some examples of these are given below.

1. The take–grant link of \cite{4, 7, 16} defined as \textit{V/g} \in \text{dom}(\textit{U}) \lor \textit{U/t} \in \text{dom}(\textit{U}).
2. The take and grant links of \cite{8} defined as \textit{U/t} \in \text{dom}(\textit{U}) and \textit{V/g} \in \text{dom}(\textit{U}), respectively.
3. The send–receive link of \cite{9, 11} defined as \textit{V/s} \in \text{dom}(\textit{U}) \land \textit{U/r} \in \text{dom}(\textit{V}).
4. The broadcast link of \cite{14} defined as \textit{U/b} \in \text{dom}(\textit{U}).
5. The universal link of \cite{14} defined as \text{true}.

For a given state, if \textit{link},(\textit{U}, \textit{V}) is true we say there is a \textit{link}, from \textit{U} to \textit{V}. We emphasize that existence of a link is necessary but not sufficient for copying tickets
The final condition required for authorizing a copy operation is specified by a filter function \( f_i : TS \times TS \rightarrow 2^F \times R \) for each predicate \( \text{link}_i \). The interpretation is that \( Y/x : c \) can be copied from \( \text{dom}(U) \) to \( \text{dom}(V) \) if and only if all of the following are true for some \( \text{link}_i \), where the types of \( U \), \( V \), and \( Y \) are \( u \), \( v \), and \( y \), respectively:

\[
Y/xc \in \text{dom}(U) \land \text{link}_i(U, V) \land y/x : c \in f_i(u, v).
\]

Note that \( Y/xc \) is required in \( \text{dom}(U) \) whether we are authorized to copy \( Y/xc \) or \( Y/x \) by the filter function. In this manner the copy flag, link predicates, and filter functions together authorize copying. We emphasize there is a different filter function for each link predicate.

Filter functions are a powerful tool for specifying policies. They impose mandatory controls which are inviolable and constrain the discretionary behavior of individual subjects. Some sample values for \( f_i(u, v) \) are \( T \times R \), \( TO \times RI \), and \( \phi \).

SPM imposes no assumptions regarding the role of \( U \) and \( V \) in a copy operation from \( U \) to \( V \). It is equally acceptable that copying take place at the initiative of \( U \) or \( V \) alone or require both to cooperate. This is consistent with a worst-case scenario for analysis in which complete cooperation between subjects is assumed.

2.3. The Create Operation

The create operation introduces new subjects and objects in the system. There are two issues here: What types of entities can be created and which tickets are introduced as the immediate result of a create operation? The first issue is specified in a scheme by the can-create relation \( cc \subseteq TS \times T \). The interpretation is that subjects of type \( u \) are authorized to create entities of type \( v \) if and only if \( cc(u, v) \). It is often convenient to regard \( cc \) as a function \( cc : TS \rightarrow 2^T \).

The tickets introduced by a create operation are specified by a create-rule \( cr \) for every pair in \( cc \). SPM create-rules are local in that the only tickets introduced are for the creating and created entities in the domains of these two entities. The motivation is that creation should immediately have only a local incremental impact on the state. We emphasize there is a different create-rule for each pair in \( cc \).

Let subject \( U \) of type \( u \) create entity \( V \) of type \( v \), so \( U \) is the parent and \( V \) the child. If \( V \) is an object the only tickets that can be introduced by the create-rule are inert tickets for \( V \) in \( U \)'s domain. So if \( v \) is an object type the create-rule \( cr(u, v) \) is specified as a subset of \( \{ \text{child} / x : c \mid x : c \in RI \} \), where \( \text{child} \) is a special symbol. The interpretation is that \( U \) gets \( V/x : c \) if and only if \( \text{child} / x : c \in cr(u, v) \). If \( V \) is a subject the create-rule must also specify tickets to be placed in \( V \)'s domain. So if \( v \) is a subject type the create-rule \( cr(u, v) \) has two components \( cr_p(u, v) \) and \( cr_c(u, v) \) which respectively specify tickets to be placed in the parent and child domains. Tickets for the parent and child are identified by the special symbols \( \text{parent} \) and \( \text{child} \), respectively. That is \( cr_p(u, v) \) and \( cr_c(u, v) \) are subsets of \( \{ \text{parent} / x : c, \text{child} / x : c \mid x : c \in R \} \). The interpretation\(^3\) is that parent \( U \) gets \( U/x : c \), provided

\(^3\) Slightly different interpretations of the create-rules are discussed in Section 4.
parent/x : c ∈ cr_p(u, v), and gets V/x : c, provided child/x : c ∈ cr_p(u, v). Similarly the child V gets U/x : c, provided parent/x : c ∈ cr_p(u, v), and V/x : c, provided child/x : c ∈ cr_p(u, v).

2.4. Summary of SPM

In summary SPM requires the security administrator to specify an authorization scheme by defining the following finite components.

1. A set of entity types T partitioned into subject types TS and object types TO.
2. A set of right symbols R partitioned into inert rights RI and control rights RC.
3. A collection of local link predicates \{link_i\}.
4. A filter function \(f_i : TS \times TS \rightarrow 2^{T \times R}\) for each predicate link_i.
5. A can-create relation cc ∈ TS × T. Equivalently, cc : TS → 2^T.
6. A local create-rule for each pair in cc.

A system is specified by defining an authorization scheme and the initial protection state, i.e., the initial set of entities and the initial distribution of tickets. Thereafter the protection state evolves by copy and create operations. In SPM we say a right x is leaked if a ticket with the x right can be entered in a domain where it previously did not exist. The safety problem poses the question whether or not a particular right x can be leaked.

3. Undecidability of Safety for SPM

Let \(x[1] \leftarrow y[1], x[2] \leftarrow y[2], ..., x[n] \leftarrow y[n]\), be a finite sequence of pairs of nonempty strings over some alphabet \(\Sigma\) not containing the symbols "(" and ")". Post's correspondence problem asks if there is a finite sequence of integers \(i_1 i_2 \cdots i_k\) such that \(x[i_1] x[i_2] \cdots x[i_k] = y[i_1] y[i_2] \cdots y[i_k]\). It is one of the classic undecidable problems and remains undecidable even if the solution sequence is constrained to begin with the first pair, that is, \(i_1 = 1\) (see [6] for instance). Consider the following variation of Post's problem.

1. Augment \(\Sigma\) by introducing two new symbols "(" and ")".
2. Replace each symbol \(z \in \Sigma\) in the strings \(x[i], y[i]\) by the string (z).

It is obvious that any solution sequence for the modified strings is also a solution sequence for the original problem and vice versa. We call the class of problems obtained by this replacement as Post's problem with parenthesis, abbreviated pcp().

In this section we reduce pcp() to the safety problem for SPM systems. Each string in pcp() has at least three symbols. Moreover in a sequence of x strings or y strings no two consecutive symbols are identical. These properties are exploited in our construction and proof.
For a given instance of pcp() we construct the corresponding SPM system as follows. Let \( x[i, l] \) signify the \( l \)th position in \( x[i] \) for \( l = 1 \cdots l_i \). Similarly let \( y[i, m] \) signify the \( m \)th position in \( y[i] \) for \( m = 1 \cdots m_i \). We define a subject type for each position in each string as follows.

1. \( TS = \{ x[i, l], y[i, m] \mid i = 1 \cdots n, l = 1 \cdots l_i, m = 1 \cdots m_i \} \).

The symbols at these positions are denoted by \( \text{sym}(x[i, l]) \) and \( \text{sym}(y[i, m]) \).

We simulate a pair of strings \( x[i] \leftrightarrow y[i] \) in the following way. Subjects of type \( x[i, l] \) are authorized to create subjects of type \( x[i, l+1] \), for \( l = 1 \cdots l_i - 1 \). Subjects of type \( x[i, l_i] \), which simulate the end position of \( x[i] \), are authorized to create subjects of type \( y[i, m_i] \) to simulate the end position of \( y[i] \). Preceding positions of \( y[i] \) are simulated by creating them backwards. That is, subjects of type \( y[i, m] \) are authorized to create subjects of type \( y[i, m - 1] \), for \( m = m_i, \cdots 2 \).

To simulate a paired sequence of \( x \) and \( y \) strings, subjects of type \( x[i, l_i] \) are authorized to create subjects of type \( x[j, 1] \). The latter in turn can create the pair of strings \( x[j] \leftrightarrow y[j] \). This leads to the following definition of can-create, stated for convenience as a function.

2. For \( i = 1 \cdots n \)
   
   \[
   \text{For } l = 1 \cdots l_i - 1, \quad \text{cc}(x[i, l]) = \{x[i, l+1]\}
   \]
   \[
   \text{cc}(x[i, l_i]) = \{y[i, m_i]\} \cup \{x[j, 1] \mid j = 1 \cdots n\}
   \]
   \[
   \text{For } m = m_i, \cdots 2, \quad \text{cc}(y[i, m]) = \{y[i, m - 1]\}
   \]
   \[
   \text{cc}(y[i, 1]) = \phi.
   \]

This definition of \( \text{cc} \) is cyclic since subjects of type \( x[i, l] \) can indirectly create subjects of type \( x[j, k] \) and vice versa.

Points 1 and 2 above are critical to the construction, particularly the idea of simulating the \( x[i] \) and \( y[i] \) strings respectively by a forward and backward sequence of creates, and connecting these strings at their end points. We can visualize \( \text{cc} \) as shown in Figs. 1 and 2. Each circle represents the subject type indicated alongside. Each edge represents the direction in which creation is authorized. Figure 1 pictures \( \text{cc} \) vertically. It shows that a \( x[i, 1] \) subject can create a \( x[i, 2] \) subject and so on to form a sequence corresponding to the string \( x[i] \).

The \( x[i, l_i] \) subject at the end of this sequence can create a \( y[i, m_i] \) subject as well as \( x[j, 1] \) subjects for \( j = 1 \cdots n \). The \( y[i, m_i] \) subject can create a \( y[i, m_i - 1] \) subject and so on to form a sequence corresponding to the string \( y[i] \). In the same way each \( x[j, 1] \) subject can “grow” a pair of \( x[j] \) and \( y[j] \) strings. This pattern can be repeated indefinitely. If we follow a path such as the one straight below \( x[i, 1] \) we can visualize a sequence of \( x \) strings paired with \( y \) strings as shown in Fig. 2. This gives us a horizontal view of \( \text{cc} \) ignoring the fan-out at the \( x[i, l_i] \) subjects. This view is particularly useful for understanding the construction and proof.
We can set up the create-rules to introduce appropriate links between adjacent subjects in Fig. 2. This is almost enough to simulate a sequence of \(x\) strings \(x[i_1] \times x[i_2] \cdots x[i_k]\) paired with a corresponding sequence of \(y\) strings \(y[i_1] \times y[i_2] \cdots y[i_k]\). There is, however, a missing connection between the end points of the \(y\) strings, for instance between the \(y[i, m_i]\) and \(y[j, 1]\) subjects. Establishing this missing connection properly is the main complication, particularly because we want to prevent a similar connection from occurring between the \(y[i, m_i]\) and \(y[k, 1]\) subjects. The key idea here is that the \(y[i, m_i]\) subject is a direct child of the \(x[i, l_i]\) subject, while the \(y[j, 1]\) subject is a closer descendant of the \(x[j, l_j]\) subject than the \(y[k, 1]\) subject is. By carefully specifying the create-rules and filter functions we are able to establish the desired connection between the \(y[i, m_i]\) and \(y[j, 1]\) subjects by a sequence of copy operations while preventing a similar connection between the \(y[i, m_i]\) and \(y[k, 1]\) subjects. Once we are able to
ensure that the missing connections are properly established it remains to match the sequence of $x$ strings and $y$ strings subject by subject. This is done backwards by testing for a match at the end points of these two sequences. If a match exists it permits the subjects at the immediately preceding positions of the two sequences to be tested for a match and so on working our way back to the starting positions. This is the intuition behind the rest of the construction.

We define the following right symbols and link predicates with mnemonic significance as indicated.

3. $RC = \{a : c, e : c, m : c, p : c, r : c, t : c\}, \ R I = \{l : c\}$

Read as: $a$—adopt, $e$—end, $l$—leak, $m$—match, $p$—predecessor, $r$—refer, $t$—test.

4. $\begin{align*}
\text{link}_s(U, V) &\equiv U/p \in \text{dom}(V) & \text{Successor link} \\
\text{link}_p(U, V) &\equiv V/p \in \text{dom}(U) & \text{Predecessor link} \\
\text{link}_c(U, V) &\equiv U/e \in \text{dom}(V) \lor V/e \in \text{dom}(U) & \text{End link} \\
\text{link}_r(U, V) &\equiv V/r \in \text{dom}(U) & \text{Refer link} \\
\text{link}_a(U, V) &\equiv U/a \in \text{dom}(V) & \text{Adopt link} \\
\text{link}_l(U, V) &\equiv U/t \in \text{dom}(V) \land V/t \in \text{dom}(U) & \text{Test link} \\
\text{link}_m(U, V) &\equiv U/m \in \text{dom}(V) \land V/m \in \text{dom}(U) & \text{Match link} \\
\text{link}_l(U, V) &\equiv U/m \in \text{dom}(V) \land V/mr \in \text{dom}(U) & \text{Leak link}
\end{align*}$

Recall that links which do not exist in the initial state can be established by create-rules as a side effect of creation or by copy operations.

We now describe the role of the various links in our construction. Predecessor and successor links are established by the same right symbol $p$ but in opposite directions. That is if $U/p \in \text{dom}(V)$ we have $\text{link}_s(U, V)$ and $\text{link}_p(U, V)$. In this case $\tau(U)$ corresponds to the position that immediately precedes the position corresponding to $\tau(V)$ in a sequence of $x$ or $y$ strings. The $\text{link}_s$'s are established in a pattern corresponding to the left to right direction in Fig. 2 with $\text{link}_p$'s in the opposite direction. For the most part $\text{link}_p$ and $\text{link}_s$ are established by creation. The exceptions are $\text{link}_p$'s and $\text{link}_s$'s corresponding to the missing connections of Fig. 2, which are established by copy operations. The end, refer, and adopt links are used for this purpose. The end link connects an $x[j, l_j]$ subject to a $y[j, m_j]$ subject which it creates. The refer link has a non-empty filter function only from an $x[j, 1]$ subject to a $y[j, 1]$ subject. It is established by a sequence of copy operations over $\text{link}_s$'s from $y[j, m]$ subjects to $y[j, m+1]$ subjects, a copy operation over a $\text{link}_c$ from a $y[j, m_j]$ subject to a $x[j, l_j]$ subject, and finally a sequence of copy operations over $\text{link}_p$'s from $x[j, l]$ subjects to $x[j, l-1]$ subjects. The refer link is then used to set up an adopt link from a $y[i, m_i]$ subject to a $y[j, 1]$ subject, which in turn is used to establish the above-mentioned missing connections. The test and match links are used to match a paired sequence of $x$ strings and $y$ strings working backwards from the end points. These bidirectional links have non-empty filter functions only between $x[i, l]$ and $y[j, m]$ subjects. A test link between $X$ and $Y$ can be converted to a match link if and only if $\text{sym}(\tau(X)) = \text{sym}(\tau(Y))$. A match link in turn is used to establish a test link by copy operations between subjects to
which \( X \) and \( Y \) have \( \text{link}_p \)'s. To begin this process test links are introduced at the end points by the create-rules for \( \text{cc}(x[i, l], y[i, m_j]) \). Definition of the leak link amounts to requiring the match link and the refer link. The leak link can only be used to copy a \( x[1, 1]/l \) ticket from a \( x[1, 1] \) subject to a \( y[1, 1] \) subject. It reduces the problem of finding a solution to a given instance of \( \text{pcp}() \) to that of establishing a leak link from a \( x[1, 1] \) subject to a \( y[1, 1] \) subject.

The above considerations motivate the following definitions for the filter functions. Values not explicitly defined are empty by default.

5. For \( i = 1 \ldots n \),
   
   For \( l = 1 \ldots l_i - 1 \),
   
   \[
   f_p(x[i, l], x[i, l+1]) = \{ y[k, q]/t \mid k = 1 \ldots n, q = 1 \ldots m_k \} \cup y[i, 1]/rc
   \]
   
   For \( m = 1 \ldots m_i - 1 \),
   
   \[
   f_p(y[i, m], y[i, m+1]) = \{ x[k, q]/t \mid k = 1 \ldots n, q = 1 \ldots l_k \}
   \]
   
   For \( j = 1 \ldots n \),
   
   \[
   f_p(x[i, l], y[j, l_j]) = \{ y[k, q]/t \mid k = 1 \ldots n, q = 1 \ldots m_k \}
   \]
   
   \[
   f_p(y[i, 1], y[j, m_j]) = \{ x[k, q]/t \mid k = 1 \ldots n, q = 1 \ldots l_k \}
   \]

   For \( i = 1 \ldots n \),
   
   For \( l = 1 \ldots l_i - 1 \),
   
   \[
   f_s(x[i, l], x[i, l+1]) = x[i, l]/tc
   \]
   
   For \( m = 1 \ldots m_i - 1 \),
   
   \[
   f_s(y[i, m], y[i, m+1]) = y[i, m]/tc \cup y[i, 1]/rc
   \]
   
   For \( j = 1 \ldots n \),
   
   \[
   f_s(x[i, l], x[j, l_j]) = x[i, l]/tc \cup y[i, m_j]/ac
   \]
   
   \[
   f_s(y[i, m], y[j, 1]) = y[i, m]/tc
   \]

   For \( i = 1 \ldots n \),
   
   \[
   f_e(y[i, m], x[i, l]) = y[i, 1]/rc
   \]

   For \( i = 1 \ldots n \),
   
   \[
   f_s(x[i, 1], y[i, 1]) = \{ y[j, m_j]/a \mid j = 1 \ldots n \}
   \]

   For \( i = 1 \ldots n, j = 1 \ldots n \),
   
   \[
   f_s(y[i, m], y[j, 1]) = y[i, m]/p
   \]

   For \( i = 1 \ldots n, j = 1 \ldots n, l = 1 \ldots l_i, m = 1 \ldots m_j, \)
   
   \[
   f_s(x[i, l], y[j, m]) = \begin{cases} 
   x[i, l]/m & \text{if } \text{sym}(x[i, l]) = \text{sym}(y[j, m]) \\
   \phi & \text{otherwise}
   \end{cases}
   \]
   
   \[
   f_s(y[j, m], x[i, l]) = \begin{cases} 
   y[j, m]/m & \text{if } \text{sym}(x[i, l]) = \text{sym}(y[j, m]) \\
   \phi & \text{otherwise}
   \end{cases}
   \]

   For \( i = 1 \ldots n, j = 1 \ldots n, l = 1 \ldots l_i, m = 1 \ldots m_j, \)
   
   \[
   f_m(x[i, l], y[j, m]) = \begin{cases} 
   \{ x[k, l_k]/tc \mid k = 1 \ldots n \} & \text{if } l = 1 \\
   \{ x[i, l-1]/tc \} & \text{otherwise}
   \end{cases}
   \]
   
   \[
   f_m(y[j, m], x[i, l]) = \begin{cases} 
   \{ y[k, m_k]/tc \mid k = 1 \ldots n \} & \text{if } m = 1 \\
   \{ y[j, m-1]/tc \} & \text{otherwise}
   \end{cases}
   \]

   \[
   f_m(x[i, 1], y[j, 1]) = x[i, 1]/l.
   \]

The create-rules ensure that each subject has the \( mc \) and \( tc \) tickets for itself and
introduce test and end links at the end points of a pair of \( x[i] \leftrightarrow y[i] \) strings. They also establish the predecessor and successor links. Finally they introduce copiable refer, adopt, and predecessor tickets required to establish the missing connections of Fig. 2. The formal statement of these rules is given below.

6. For \( i = 1 \ldots n, \ l = 1 \ldots l_i - 1, \)
   \[
   \begin{align*}
   cr_p(x[i, l], x[i, l+1]) &= \phi \\
   cr_s(x[i, l], x[i, l+1]) &= \text{child/mtc } \cup \text{parent/p}
   \end{align*}
   \]
   For \( i = 1 \ldots n, \ m = m_i \ldots 2, \)
   \[
   \begin{align*}
   cr_p(y[i, m], y[i, m-1]) &= \text{child/p} \\
   cr_s(y[i, m], y[i, m-1]) &= \begin{cases} 
   \text{child/mrtc} & \text{if } m = 2 \\
   \text{child/mtc} & \text{otherwise}
   \end{cases}
   \end{align*}
   \]
   For \( i = 1 \ldots n, \ j = 1 \ldots n, \)
   \[
   \begin{align*}
   cr_p(x[i, l], x[j, 1]) &= \phi \\
   cr_s(x[i, l], x[j, 1]) &= \text{child/mtc } \cup \text{parent/p}
   \end{align*}
   \]
   For \( i = 1 \ldots n, \)
   \[
   \begin{align*}
   cr_p(x[i, l], y[i, m]) &= \text{child/act} \\
   cr_s(x[i, l], y[i, m]) &= \text{child/mptc } \cup \text{parent/et}
   \end{align*}
   \]

Points 1 through 6 enumerated above define the corresponding SPM scheme for a given instance of \( \text{pcp}() \). To complete the construction we need to specify the initial state, which we define as follows.

7. The initial state consists of a single subject \( X_1[1, 1] \), whose type is \( x[1, 1] \), with \( \text{dom}(X_1[1, 1]) = X_1[1, 1]/\text{lmtc} \).

The safety question is whether \( l \) can be leaked in the SPM system defined by points 1 through 7 above.

Naming conventions. It is useful to name subjects so their types are evident from their names to the extent possible. Subjects with names of the form \( X[i, l] \) or \( X_k[i, l] \) are understood to be of type \( x[i, l] \). Similarly subjects with names of the form \( Y[i, m] \) or \( Y_k[i, m] \) are understood to be of type \( y[i, m] \). When we use \( X, X' \), or \( X'' \) as the names of subjects we understand that these are of types \( x[i, l] \) for unspecified \( i \) and \( l \). Similarly subjects with names \( Y, Y', \) or \( Y'' \) are understood to be of types \( y[j, m] \) for unspecified \( j \) and \( m \).

The if part of the reduction is straightforward from the construction. The main steps are summarized below.

Theorem 1. If an instance of \( \text{pcp}() \) has a solution then \( l \) can be leaked in the corresponding SPM system.

Proof. Let \( 1_{i_2} \ldots i_k \) be a solution so \( x[1] \ldots x[i_2] \ldots x[i_k] = y[1] \ldots y[i_2] \ldots y[i_k] \). Starting with \( X_1[1, 1] \) construct a paired sequence of \( x \) and \( y \) strings, as indicated in Fig. 2, in the order \( 1_{i_2} \ldots i_k \). Establish the missing link's as outlined earlier. The create-rules introduce link's between \( X_{i_k}[i_k, l_k] \) and \( Y_{i_k}[i_k, m_k] \) at the end points
of these sequences. Copy \( X_{k}[i_k, l_k]/m \) from \( X_{k}[i_k, l_k] \) to \( Y_{k}[i_k, m_k] \) and vice versa via \( link_i \)'s. Use the resulting \( link_m \)'s in conjunction with \( link_p \)'s to establish \( link_i \)'s between the predecessors of \( X_{k}[i_k, l_k] \) and \( Y_{k}[i_k, m_k] \). Repeat this procedure to propagate \( link_m \)'s to the beginning of the paired sequence, i.e., between \( X_1[1, 1] \) and \( Y_1[1, 1] \). This is possible because \( \text{sym}(\tau(X)) = \text{sym}(\tau(Y)) \) all along. Finally copy \( Y_1[1, 1]/rc \) from \( Y_1[1, 1] \) to \( X_1[1, 1] \), which, in conjunction with \( link_k \), sets up a \( link_i \) from \( X_1[1, 1] \) to \( Y_1[1, 1] \). So \( X_1[1, 1]/l \) can be leaked from \( X_1[1, 1] \) to \( Y_1[1, 1] \).

As is usual in reduction proofs the more difficult part is to show the converse property. The fact that no consecutive identical symbols occur in a sequence of \( x \) strings or \( y \) strings in \( \text{pcp()} \) is crucial to the proof.

**Theorem 2.** If \( l \) can be leaked in the corresponding SPM system the given instance of \( \text{pcp()} \) has a solution.

**Proof.** The only \( lc \) ticket is \( X_1[1, 1]/lc \) in the initial domain of \( X_1[1, 1] \), so \( l \) can be leaked only by copying \( X_1[1, 1]/l \) from \( X_1[1, 1] \) to some \( y[1, 1] \) subject, say \( Y_1[1, 1] \), via a \( link_i \). This amounts to requiring \( link_m \) and \( link_k \) from \( X_1[1, 1] \) to \( Y_1[1, 1] \). A \( link_k \) between \( X \) and \( Y \) subjects can be established only by mutual exchange of each other's \( m \) tickets using \( link_i \)'s, which requires \( \text{sym}(\tau(X)) = \text{sym}(\tau(Y)) \). The \( link_i \)'s in turn are established by create-rules or copy operations. Creation establishes \( link_i \)'s only at the end points of \( x \) and \( y \) strings, in which case we also have \( link_k(X, Y) \). (Because each string in \( \text{pcp()} \) has at least three symbols \( X_1[1, 1] \) and \( Y_1[1, 1] \) are not at the end points, so this case does not apply to them.) Otherwise we must somehow copy \( Y/t \) to \( X \) and vice versa. \( X \) can obtain \( Y/t \) in one of two ways shown in Figs. 3(a) and 3(b). Each edge depicts the link indicated by the label in the middle. In Fig. 3(a) \( Y/tc \) can be copied from \( Y \) to \( Y' \) to \( X' \), and then \( Y/t \) can be copied from \( X' \) to \( X \). In Fig. 3(b) \( Y/tc \) can be copied from \( Y \) to \( Y' \) and from \( Y' \) to \( X \). \( Y \) can similarly obtain \( X/t \) in one of two ways shown in Figs. 3(a) and 3(c). However, the situations of figures 3(b) and 3(c) cannot occur simultaneously. This is because \( f_\bot \) is non-empty only if \( \tau(Y) \) and \( \tau(Y') \) correspond to successive positions in a sequence of \( y \) strings and similarly for \( \tau(X) \) and \( \tau(X') \) with regard to \( x \) strings. Now for \( \text{pcp()} \) it is not possible to simultaneously have

\[
\text{sym}(\tau(X)) = \text{sym}(\tau(Y')) \land \text{sym}(\tau(Y)) = \text{sym}(\tau(X')).
\]

Therefore a \( link_i \) can be established by copy operations only in the situation of Fig. 3(a) which requires a \( link_m \) between \( X' \) and \( Y' \). By applying this argument inductively it follows \( link_m(X_1[1, 1], Y_1[1, 1]) \) implies there exist \( X' \) and \( Y' \) with \( link_i(X', Y') \) and a successor path (sequence of \( link_i \)'s) from \( X_1[1, 1] \) to \( X' \) and from \( Y_1[1, 1] \) to \( Y' \) such that:

1. Identical words are formed by the symbols corresponding to the subject types traversed by the successor path from \( X_1[1, 1] \) to \( X' \) and from \( Y_1[1, 1] \) to \( Y' \).
2. The types of subjects traversed by the successor path from $X_1[1, 1]$ to $X'$ correspond to a sequence of $x$ strings, while the types of subjects traversed by the successor path from $Y_1[1, 1]$ to $Y'$ correspond to a sequence of $y$ strings.

It remains to show that the sequences of $x$ and $y$ strings asserted above must be pairwise identical so they form a solution to pcp(). Now all subjects are ultimately descendants of $X_1[1, 1]$. So for every subject there is a chain of its ancestors going back to $X_1[1, 1]$. Let $\omega(x[i, 1])$ signify the closest $x[i, 1]$ ancestor of $Y[i, 1]$. It is evident that $link_s(X_1[1, 1], Y_1[1, 1])$ implies $X_1[1, 1] = \omega(Y_1[1, 1])$. This property ensures the desired result. Note that there is a unique successor path from $X_1[1, 1]$ to $X'$ because $link_s$'s from $x[i, l]$ subjects are established only by creation. On the other hand there may be multiple successor paths from $Y_1[1, 1]$ to $Y'$. To see this consider that the $y[j, 2]$ subject in Fig. 2 may have several $y[j, 1]$ children, to all of whom the $y[i, m_i]$ subject can have $link_s$'s. However, this fan-out to multiple successor paths converges at the $y[j, m_j]$ subject. It follows that all successor paths from $Y_1[1, 1]$ to $Y'$ traverse the same $y$ strings. Moreover a $link_s$ from $Y[i, m_i]$ to $Y[j, 1]$ can be established by copy operations only if the creator $X[i, l_i]$ of $Y[i, m_i]$ is also the creator of $X[j, 1] = \omega(Y[j, 1])$. But then if we have $X'$ and $Y'$ with $link_s(X', Y')$ and successor paths from $X_1[1, 1]$ to $X'$ and from $Y_1[1, 1]$ to $Y'$, these paths must traverse pairwise identical sequences of $x$ and $y$ strings. So if the symbols in these sequences form the same word we have a solution to pcp().
4. Attenuating Create-Rules

In this section we show that safety remains undecidable even if all create operations are required to be attenuating. The general idea behind the attenuating restriction is that tickets given to a child at the moment of creation should be somehow derived from tickets available to its parent. Then, at least with respect to tickets, the child will be “no more powerful” than its creator. Of course in SPM the type of the child may give it more power in the scheme than its parent has. For example consider the broadcast link \( \text{link}_b(U, V) \) defined by \( U/b \in \text{dom}(U) \). That is, a subject with the \( \text{self}/b \) ticket has a broadcast link to everybody in the system. The motivation for the attenuating restriction is that the child should get the broadcast ticket only if the parent also has the broadcast ticket. However, the broadcast links from the child may be much more powerful than broadcast links from the parent as determined by \( f_h \). The attenuating restriction was profitably used in our earlier work where it was shown that safety is decidable with loops (cycles of length one) in can-create provided the create-rules for loops are attenuating [14]. For loops the child and parent are of the same type so by attenuating the tickets we were really ensuring the child is “no more powerful” than its parent.

The safety algorithm of [14] is based on the observation that without creates safety is easily determined in polynomial time by simply executing copy operations until the state stabilizes. Cration is accommodated by breaking the analysis into two phases, as follows.

1. From the initial state construct an augmented state by create operations alone.

2. Compute the no-creates stable state from the augmented state of phase 1.

This strategy works provided we have a method for constructing a suitable augmented state. We have just shown in Section 3 that there is no such method in general. On the other hand for acyclic can-create there is a straightforward method for phase 1. Let each subject create one entity of every type it is authorized to create. Repeat this procedure for all children and so on. Clearly then phase 1 is guaranteed to terminate if and only if \( cc \) is acyclic. This method correctly analyzes safety because if a subject creates two entities of the same type there is no difference between them as far as the scheme is concerned. So from a worst-case viewpoint it suffices to create just one. In [14] this method was extended to handle attenuating loops by letting each subject create one child of its own type, if so authorized, and then simply ignoring the child for further creation in phase 1. This demonstration was important because attenuating loops were required to simulate models such as take-grant [7] in SPM.

With acyclic \( cc \) the tree of descendants created by a subject has finite depth, although its breadth is unbounded. As indicated above unbounded breadth is of no consequence for safety because multiple children of the same type add no power. The previous section shows that in general the tree cannot be truncated at some
computable depth. For attenuating loops however the analysis of [14] allows us to truncate the tree very easily. This naturally leads us to consider whether this idea can be generalized to cycles of length greater than one. In this section we show that this is not possible.

The first component of the attenuating restriction is that a newly created subject should not get more tickets than its creator. In our notation this is stated as follows.

I. \( cr_c(u, v) \subseteq cr_p(u, v) \).

This requirement seems almost necessary for any meaningful notion of attenuating. However, it is not enough by itself. For instance \( cr_c = cr_p = \{ \text{child/b} \} \) satisfies this condition and introduces a broadcast ticket for the child in the child and parent domains. However, the latter is totally useless. We clearly need to relate self/b in the child domain to self/b in the parent domain. We can achieve this in a number of ways. Perhaps most straightforward is to interpret create-rules as upper bounds on the tickets which will actually be introduced, as follows.

II. Only those parent/x : c and child/x : c tickets, for which self/x : c ticket is already present in the creator's domain prior to the create operation, will be actually introduced by the create-rule.

Note that in this case parent/x : c in \( cr_p(u, v) \) has no effect. This formulation is conservative in that tickets introduced by creation are truly derived from self tickets in the parent domain. We can even be more strict and require the strongly conservative formulation below.

II'. Only those parent/x : c and child/x : c tickets, for which self/xc ticket is already present in the creator's domain prior to the create operation, will be actually introduced by the create-rule.

In this case the parent is required to posses the xc ticket for itself before the create operation even if the create-rule only introduces x tickets. The actual formulation chosen in [14] was the following non-conservative one. It stipulates that if a ticket for the created subject is placed in the creator's domain the creator should also get the corresponding ticket for itself.

II". If child/x : c \( \in cr_p(u, v) \) then parent/x : c \( \in cr_p(u, v) \).

With this formulation the parent may actually possess new tickets for itself as a result of creating a child. In a sense it makes creation attenuating after the fact rather then forcing it to be attenuating before the fact.

It turns out it really does not matter which of these forulations we chose. Safety is undecidable in general for all cases. We modify the create-rules for the scheme of Section 3 to be attenuating as follows.
6'. For i = 1 \ldots n, l = 1 \ldots l, -1
   \begin{align*}
   cr_p(x[i, l], x[i, l + 1]) &= parent/aemprtc \cup child/aemprtc \\
   cr_c(x[i, l], x[i, l + 1]) &= child/aemprtc \cup parent/p
   \end{align*}

For i = 1 \ldots n, m = m_1 \ldots 2
   \begin{align*}
   cr_p(y[i, m], y[i, m - 1]) &= parent/aemprtc \cup child/aemprtc \\
   cr_c(y[i, m], y[i, m - 1]) &= child/aemprtc
   \end{align*}

For i = 1 \ldots n, j = 1 \ldots n
   \begin{align*}
   cr_p(x[i, l], x[j, 1]) &= parent/aemprtc \cup child/aemprtc \\
   cr_c(x[i, l], x[j, 1]) &= child/aemprtc \cup parent/p
   \end{align*}

For i = 1 \ldots n
   \begin{align*}
   cr_p(x[i, l], y[i, m_i]) &= parent/aemprtc \cup child/aemprtc \\
   cr_c(x[i, l], y[i, m_i]) &= child/aemprtc \cup parent/et
   \end{align*}

To accommodate the conservative variations of the attenuating restriction we modify the initial state of the construction of the previous section to be as follows.

7'. The initial state consists of a single subject X_1[1, 1], whose type is x[1, 1], with dom(X_1[1, 1]) = X_1[1, 1]/aemprtc.

With this initial state the three formulations of the attenuating restriction are all equivalent.

It is clear that with the create-rules of 6' and the initial state of 7' every subject will possess the aemprtc tickets for itself and for its children. We now show that this has no effect with respect to leaking l.

**Theorem 3.** I can be leaked in the original SPM system of Section 3 if and only if it can be leaked in the system obtained by modifying the create-rules to 6' and the initial state to 7'.

**Proof.** Since every ticket in the original system is also present in the modified system, if l can be leaked in the original system it can also be leaked in the modified system. For the converse we show the additional tickets in the modified system are of no consequence. In the modified system every subject possesses self/aemprtc for itself and child/aemprtc for every child. Consider the different rights in turn. In both systems only child/ac tickets for y[i, m_i] subjects can be copied and the other ac tickets in the modified system do not establish significant links, i.e., links with non-empty filter functions. Similarly ec tickets cannot be copied in either system and introduce the same significant links between a x[i, l_i] subject and its y[i, m_i] child. The self/mc ticket exists for every subject in both systems. Since child/m : c tickets cannot be copied the only significant link_m's that may result due to these are between some X[i, l_i] and its Y[i, m_i] child. However, we still need to copy X[i, l_i]/m from X[i, l_i] to Y[i, m_i] in which case we can also copy Y[i, m_i]/m from Y[i, m_i] to X[i, l_i] in the original system. Similar arguments can be made for the prtc rights.
5. Conclusion

We have shown that safety for SPM systems with cyclic can-create relations is in general undecidable. This complements our earlier result that with acyclic can-create safety is decidable [14]. In [14] we also showed that safety remains decidable with loops (cycles of length one) in can-create provided the create-rules for loops are attenuating. We believe that attenuating loops cover all practical systems that might be considered, and have been unable to formulate a realistic SPM system for which this restriction cannot be met. In Section 4 we have shown that extending the attenuating restriction to all create-rules still leaves the safety problem undecidable. An interesting open question is whether or not SPM schemes with non-attenuating loops have a decidable safety problem.

The SPM framework has a rich structure and numerous theoretical questions can be posed. The ones of greatest of greatest interest at the moment pertain to the modeling power of SPM. In particular how does SPM compare in power with the monotonic access matrix of Harrison and Ruzzo [3]? It is quite straightforward to express an SPM system in the latter formulation. Whether the converse is true is a crucial open question. We would be pleased if it turns out to be the case. Then SPM could be viewed as an alternate formulation of the monotonic access matrix but with richer structure and a natural demarcation between its decidable and undecidable cases.
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